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Abstract. The article reflect the analysis of the most relevant European, American and Chinese 
financial banking groups, mainly driven by the context of changes generated by the financial and 
pandemic crises. The first two parts of the paper highlight the broader context of the design of 
strategic interests and the competitive development of banking businesses after the financial crisis, 
together with relevant research findings. The third part of the research includes the analysis and 
interpretation of the evolution of indicators that have an impact from a competition perspective, for 
the exponents of the three banking systems analysed, over the period 2009-2020. The fourth part 
highlights the results obtained, along with qualitative correlations that add value to the research. 
The paper ends with a section including the authors' conclusions. 
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Introduction 

Top concerns, within crisis and post crisis contexts (financial, pandemic), are linked with 
the level of competition and cooperation, between the international banking groups, invited 
to provide solutions and to contribute to the recovery process. The impact has a strategic 
approach, due to the effects of a crisis, over the long run, for an economy, for a monetary 
area, for the financial and banking sector. 

The paper focuses on competitive developments from the perspective of the impact of the 
global financial crisis. This has led to changes in the global financial and banking 
governance framework, the emergence of new bodies and institutions, development of new 
tools for prudential supervision and resolution of credit institutions. The structural changes 
resulting from the global financial crisis have significantly influenced the responsiveness, 
the degree of coordination at the level of authorities, the mechanisms and tools used in the 
context of the pandemic crisis. 

Since the 1970, starting with OPEC energy crisis, every two years a crisis(1) has occurred 
in one country in the world, affecting at least that region. Selectively, may be reflected the 
debt crisis in Latin America (1982), the crisis in the USA (1987, Black Monday), 
geopolitical crises in Eastern Europe (1989), the Asian financial crisis (1997), the Dotcom 
crisis (1999/2000). After 2000, other crisis contexts reflect the terrorist attacks in the USA 
(2001), the global financial crisis (2007/2008), sovereign debt crisis (2010), Greek debt 
crisis (2009-2019), Crimean geopolitical crisis (2014), China real estate crisis (2015), 
Turkish currency and financial debt crisis (2018), pandemic crisis (2020) and Ukraine 
geopolitical crisis (2022).  

The structure and composition of banking systems differ. They are following the structure 
of the economies to which they belong, the strategic interests of governments, the 
commercial interests of companies in the countries of provenience. The contribution of 
banking systems and capital markets to the financing of economies, the financing of 
economic expansion, the presence of banking players in financial markets, also influence 
the design of strategic interests.  

The focus of this research captures the evolution of competitiveness in the period between 
the global financial crisis and the pandemic crisis, 2007-2020. During this period, strong 
regulatory dynamics, lack of economic growth, "zero" interest rates, low deposit take-up 
and financial market development for Europe stand out. In the US banking market, the 
strong links between banks and capital markets support developments and growth in 
investment banking. In the Chinese banking system, considering the same period, strong 
economic growth has been oriented towards the financing of international trade, strategic 
infrastructure programmes and exports. 

We have selected two relevant tables to begin the analysis of key indicators, reflecting the 
competition at the level of European, US and Chinese banking groups. 
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Table 1. Top 10 banks/banking groups globally, 1970    
Rank Bank Country Total Assets $m 
1 BankAmerica US 25,573 
2 First National City US 23,092 
3 Chase Manhattan US 22,168 
4 Barclays Bank UK 15,137 
5 Manufacturers Hanover US 11,965 
6 JPMorgan US 11,448 
7 National Westminster Bank UK 10,642 
8 Western Bancorp US 10,617 
9 Banca Nazionale del Lavoro Italy 10,233 
10 Chemical New York US 9,739 

Source: The Banker. 

And 50 years later, the top 10 banks/banking groups are shown in Table 2. 

Table 2. Top 10 banks/banking groups globally, 2020 
Rank Previous Bank Country Tier 1 capital ($bn) 
1 1 ICBC China 380 
2 2 China Construction Bank China 316 
3 3 Agricultural Bank of China China  278 
4 4 Bank of China China 258 
5 5 JPMorgan Chase US 214 
6 6 Bank of America US 188 
7 7 Wells Fargo US 159 
8 8 Citigroup US 156 
9 9 HSBC UK 148 
10 10 Mitsubishi UFJ  Japan 144 

Source: The Banker. 

From the two tables, we can see the presence of Chinese banks in the top four positions of 
the global bank ranking in 2020. These results are considered the consequence of the 
economic reforms carried out since 1979 for agriculture, the stimulation of exports and 
imports of high technologies, the granting of incentives for business development, tax and 
trade facilities to attract investors and trade liberalization. The economic reforms created 
and developed over the last 50 years have contributed to increasing economic efficiency, 
stimulating production and increasing the volume of resources for further investment in the 
economy. 

China's trade and investment reforms and incentives have led to a significant increase in 
foreign direct investment since the early 1990s. These flows represented a major source of 
China's banking system development, productivity and trade growth. Economic reforms 
and the liberalisation of trade and investment have transformed China's banking system 
into a major global trading and banking power. Manufactured goods have represented a 
significant part of China's trade.  

At the start of the global economic slowdown, many Chinese governmental entities 
borrowed money to stimulate local economies, particularly by supporting infrastructure 
projects. The Belt and Road Initiative (BRI) was drafted as China's plan to finance and 
build infrastructure projects across Eurasia. Infrastructure development is one of the five 
components of the BRI, which include enhanced regional political cooperation, unfettered 
trade, financial integration and people-to-people exchanges. 
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The main sources of financing for most of these BRI-participating projects are Chinese 
development banks, the $40 billion Silk Road Fund, which targets investments in energy 
infrastructure projects, and two major state-owned commercial banks(2). 

Compared to the diversified sources of funding of the Chinese financial and banking 
system, capital markets in Europe play a relatively modest role in the financing structure 
of the European companies. Raising funds from the capital markets, and in particular the 
corporate bond market, is the predominant financing method in the US.   

US banks are focusing on investment banking products, with the major US bulge-bracket 
investment banks (Goldman Sachs, Morgan Stanley, JP Morgan, Citigroup and Bank of 
America Merrill Lynch) becoming leaders in global investment banking. 

The slower development of capital markets and securitisation in Europe has created a 
barrier to reducing the stock of non-performing assets accumulated during the crisis 
(especially in countries such as Greece, Portugal, Spain, Cyprus), which penalises the 
profitability of European banks. In contrast to the European banking market, US investment 
banks are using the capital markets more aggressively to extract certain assets through 
securitization, selling assets to US federal agencies or Government Sponsored Entities 
(GSEs): the Federal Home Loan Mortgage Corporation (Freddie Mac), the Federal 
National Mortgage Association (Fannie Mae) and the Federal Home Loan Banks (FHLB). 
The role played by banks in the US in terms of providing funds to the private sector is 
rather underestimated, due to the fact that, the significant amount of debt securitised by 
banks is not considered. 

In the US banking model, securitization plays an important role because it allows banks to 
"pack" assets, structure and sell them on the capital market in order to free up balance sheet 
and capital, to increase profitability. US banks use securitisation as a source of funding, as 
a balance sheet rotation and capital release tool. The volumes securitized by US banks are 
much higher than the volumes securitized by European banks, leading to higher 
profitability for US banks compared to their European counterparts.  

The research pays particular attention to the elements that contributed to the different path 
for European and US banking groups, in the period between the global financial crisis and 
the pandemic crisis. Other research interest is represented by the rapid and strong economic 
rise of the Chinese banking groups, during 2007-2020. Due to a quick recovery from the 
global financial crisis, relevant indicators reflect that China outpaced other major 
economies of the world. 

The paper adds value to existing literature by analysing the evolution of the 
competitiveness of relevant banking actors from the three selected banking systems.  

In the second part, studies and articles representative for the problematique are included. 

The third and fourth parts of the research include the presentation of the methodology, the 
analysis of the evolution of the most relevant global banking groups, from a 
competitiveness perspective and the interpretation of the results. The last part contains the 
authors' conclusions. 



International banking, crises and strategic interests 9 
 

 

Literature review 

According to (Bijlsma and Gijsbert, 2013) bank assets in the EU (excluding Eastern 
Europe) have increased substantially as a percentage of GDP, in contrast to the US and 
Japan, where this ratio has remained relatively stable. Regarding bank credit to the private 
sector as a percentage of GDP, Pozsar et al. (2010) state that in Europe and Japan this 
volume has been much higher than in the US. In addition, there has been a massive increase 
in bank credit in the EU, with the exception of the early period of the financial crisis in 
2008, while in the US it has remained more stable over the last decade and Japan has not 
been much affected by the crisis. 

Ruzickova and Teply (2015) highlight the theoretical and practical aspects of fee and 
commission income in the European Union. The authors suggest that the magnitude of fee 
and commission income depends largely on the bank's business strategy as well as market 
conditions. Banks facing stronger competition tend to expand more aggressively into 
potentially riskier non-traditional activities. As a result, they may have higher shares of fee 
and commission income but may need additional capital. 

The authors find that a high deposit-to-asset ratio, an indicator of traditionally oriented 
banking activity, tends to be associated with higher shares of fee income, while the close 
relationship between bank and depositors allows European banks to sell more additional 
fee-based services, given inelastic demand, at higher prices.  

Khan et al. (2016) show that the effect of monetary policy on bank lending is reduced as 
the level of competition is reduced. However, their results suggest that a decrease in the 
level of competition strengthens the transmission of monetary policy through the bank 
lending channel. The weakening/strengthening effect is stronger for banks with a high level 
of capitalization, and high liquidity.  

Bremus (2015) studies the impact of foreign direct investment and cross-border banking 
on market concentration and competition. Both foreign lending and foreign ownership of 
banks coincide with lower concentration in the banking sector. In contrast, the implications 
of these two different modes of cross-border banking differ in terms of banks' market 
power. According to the granularity literature, higher concentration in banking may lead to 
a stronger variation in aggregate variables such as credit, investment or GDP, and if there 
is a reduction in cross-border banking, this will lead to higher bank concentration, with the 
link between bank-level volatility and macroeconomic volatility thus becoming stronger. 

Andrievskaya and Semenova (2016) examine bank transparency and concentration with 
bank disclosure in terms of credit risk. Banking markets are less concentrated in countries 
with more tightly controlled information transparency. This effect increases as bank credit 
risks increase, but when these risks are considered too high, information transparency 
regulation becomes less effective and can lead to the opposite results. 

According to the authors (Andrès and Truchet, 2022) European banks need to be more 
efficient, more profitable, more capitalized. Banking Union and a functioning European 
Deposit Insurance Scheme (EDIS) are essential elements for the European financial 
governance. Compared to European banking systems, US banks can subsidise servicing in 
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Europe, but they do not have to fund resolution, having the ability to transfer an important 
amount of risk to securitisation markets or to government-sponsored enterprises (GSEs) for 
their mortgage business. 

At the level of European banking markets, the completion of the Capital Markets Union 
must be based on a mix of merging stock exchanges, harmonising regulatory and 
supervisory activities around capital markets. A single supervisor at the level of the 27 
countries may support the development of Europe's technology sector, transition to 
renewable energy, and strengthen the resilience and competitiveness of financial 
institutions. 

As in the case of US banks, lending Chinese banks are exposed on trade and present on the 
capital markets. As highlighted by the authors (Casanova et al., 2021) and (Cerutti et al., 
2020), the positive effects which have contributed to the overall economic growth of the 
Chinese banking system, persist on the long run.  

In terms of competitiveness, the authors (Berndt et al., 2016) highlight that the EU has 
failed to benefit from new technologies to the same extent as the US, mainly due to 
insufficient investment in skills and organisational change. The financial crisis has had a 
strong negative effect on productivity growth, more in the EU than in the US.  

US banks operate predominantly on an "originate to distribute" model as presented by the 
authors (Andrès and Truchet, 2022), and this has led to a stronger secondary capital market. 
It also allows for a stronger primary market and funding market for businesses and banks. 
The competitiveness gap between the major European banks and their US and Asian 
competitors also exists due to factors such as interest rates, market fragmentation, 
especially after Brexit, excess capacity and the fact that the structure of the financial sector 
in Europe is different from that in the US. The existence of deep liquidity buffers to reduce 
funding costs and allow for global cross-border flows into the European market is an issue 
that the European Union needs to continue to focus on. 

European banks were hit hard by the global financial crisis of 2007-2009 and by the 
subsequent European (sovereign) debt crisis. The problem of non-performing loans, over a 
longer period of time, prolonged the zombie ("ever-greening") loans. In contrast, US banks 
have been addressing this problem since early 2008-2010, building up large loan loss 
provisions and making significant write-downs on their loan portfolios, respectively (de 
Haan and Kakes, 2020, pp. 197-211) and (Schildbach, 2017).  

Regarding China, according to the authors Li et al. (2012) it has been hit hard by the global 
recession generated by the financial crisis, suffering a significant drop in exports, stock 
market and real estate market. These effects on the economy have been only partially offset 
by the huge stimulus program for the Chinese economy. Although growth remained well 
above the international average, the downturn was as strong as in the US. 

Regarding the pandemic crisis, according to (ECB, 2021), European banks have absorbed 
well the economic shock, as a result of both the regulatory reforms put in place in the wake 
of the global financial crisis and the achievements on single supervision within the banking 
union. At the US level, the improved outlook resulting from the large fiscal stimulus 
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prompted banks to release provisions in the fourth quarter of 2020. This differs from banks 
under European banking supervision, which continued to build provisions in the fourth 
quarter, albeit at a slower pace than in the first two quarters of 2020. Loan impairments for 
US banks were significantly higher for the full year 2020. 

China's overall economic response to the pandemic crisis, according to (Borst, 2020), has 
been relatively muted compared to major fiscal and monetary responses in the US and 
Europe. While the Federal Reserve has taken unprecedented actions to support banks, 
financial markets, small borrowers, the measures taken by China's central bank have been 
more gradual. The Chinese authorities appear to be balancing the need to support the 
economy against the risks of exacerbating China's high debt levels and economic 
imbalances. 

 

Research methodology 

The study aims to contribute to the formulation of support for addressing strategic issues, 
reflected in two questions: what are the influential factors for the European and US 
financial-banking groups, respectively the European and US banking systems, that have 
weathered the global financial crisis and the pandemic crisis differently? What are the 
elements that contributed to the rapid and consistent rise of Chinese financial-banking 
groups, between 2007-2020? 

The comparative analysis was carried out at the level of the most relevant financial-banking 
groups in Europe, US and China. The source of the data is The Banker and the World 
Bank's databases, with records extracted for a 14-years period, from 2007 to 2020. From 
an economic perspective, the selected banks/banking groups play a prominent role in the 
global economy, which was an important argument for the selection. Top global 500 and 
1000 banks were analysed within the research process. 

The methodology consisted in a comparative analysis of a number of indicators relevant to 
financial and banking activity. The study included the five largest banks in Europe, the four 
largest banks in China and the five largest banks in North America – USA. The relevant 
indicators selected are: Tier 1 capital, profitability, measured by return on assets (ROA) 
and volume of assets. The analysed banks are included in Table 3.  

Table 3. List of banks on which the study was based 
Rank European Banks Chines Banks US Banks 
1 BNP Paribas Industrial and Commercial Bank of China JPMorgan Chase 
2 HSBC Holdings China Construction Bank Bank of America 
3 Crédit Agricole Group Bank of China Wells Fargo & Co 
4 Banco Santander Agricultural Bank of China Citigroup 
5 Barclays Bank of Communications Morgan Stanley 
6 Société Générale China Development Bank Charles Schwab 
7 Groupe BPCE Postal Savings Bank of China Goldman Sachs 
8 Deutsche Bank Industrial Bank Co Ltd US Bancorp 
9 Intesa Sanpaolo China CITIC Bank Corp PNC Financial Services Group Inc. 
10 Lloyds Banking Group China Merchant Bank Capital One Financial Corp 

Source: authors' processing. 
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Results and discussions 

The global financial crisis of 2008 changed the global economic and financial landscape. 
The US government stepped in with a $700 billion bailout package to prevent the failure 
of banking institutions, considered "too big to fail". While some of these institutions, such 
as Lehman Brothers and Bear Stearns have been allowed to fail, the government prevented 
the collapse of other large banks. 

Strategic decision support a strategic vision. America's largest investment bank, JP Morgan 
Chase, received a $30 billion loan from the Federal Reserve in 2008 to buy Bear Stearns, 
paying $10 per share for the ailing investment bank. In 2020 JP Morgan Chase was the 
largest bank, with $3 trillion in terms of assets.  

Investment banks Morgan Stanley and Goldman Sachs, after the financial crisis context, 
change the strategy to diversify the sources of funding but also risks. In 2020 Morgan 
Stanley offered a variety of banking services, in addition to investment banking and 
recorded relevant revenues, of $48.2 billion. 

Bank of America also received the government bailout package, including more than $100 
billion in guarantees, in order to buy failed financial companies Countrywide Financial and 
Merrill Lynch. It had to take losses related to those companies, including bearing the legal 
fees associated with Countrywide's questionable mortgage lending practices. (Too Big to 
Fail Banks: Where Are They Now?, 2021) 

 

US, Chinese and European banks – comparative analysis  

Before the financial crisis, the ranking for the world’s biggest banks in terms of assets 
included banking organisations from UK, Europe, US and Japan. 

In 2016 and 2020, before the pandemic, the global ranking changed significantly. 

Figure 1. World's largest banks by assets held in 2007 

 
Source: authors' own calculations based on the Banker data. 

0,00
0,50
1,00
1,50
2,00
2,50
3,00
3,50
4,00

N
u
m
b
er
 o
f 
as
se
ts
 (
tr
ill
io
n
s 
U
SD

)

Name of the Bank

Largest banks by assets in 2007 
(trillions of dolars)



International banking, crises and strategic interests 13 
 

 

Figure 2. World's largest banks by number of assets held in 2016 

 
Source: authors' own calculations, based on the Banker data.  

Since 2015, Chinese investment banks have overtaken US and European investment banks 
in the Asia-Pacific market, and the Chinese banking system has become the largest in the 
world, with 2020 assets of USD 53tr. By comparison, the US banking system stood at USD 
19tr in the same period. The Chinese banking is mainly a domestic system, while the US 
banking system has a considerable share of cross-border activities. Cross-border claims of 
US banks were 4.35 billion USD in 2020 or 22.8% of total assets, while cross-border claims 
of Chinese banks amounted to 2.66 bn. USD or 4.7% of total assets. 

As can be seen from Figure 1 and Figure 2, Chinese banks overtook European banks at the 
end of 2016 becoming the world's largest banking organisations, by assets, a sign of both 
the country's growing influence in global finance and its reliance on debt to drive economic 
growth, within the post financial crisis context. This development has been fuelled by a 
strategic increase in bank lending since 2008, when the government launched aggressive 
monetary and fiscal stimulus, constantly intervened in the capital markets to maintain 
financial stability, investment flows and direct lending, as the authors (Subacchi, 2021) 
point out, to mitigate the impact of the global crisis.  

The stimulus package for Chinese banks included a two-year fiscal program that involved 
spending about $586 billion, a figure equivalent to nearly 7% of China's 2008 GDP. In 
terms of bank asset size, Chinese bank assets reached $33 billion at the end of 2016, 
compared to $31 billion for Euro area banks and $16 billion for US banks. 
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Figure 3. Largest bank by assets in 2020 

 
Source: Authors' own calculations, based on The Banker data. 

Figure 4. Largest banks by Tier 1 Capital in 2020 

 
Source: Author’s calculations, based on The Banker. 
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Figure 3 and Figure 4, reflect that related to the assets and Tier 1 capital size, ICBC, China 
Construction Bank, Agricultural Bank of China and Bank of China occupied the top four 
positions, for fourth years in a row. ICBC managed to maintain the first position as the 
world's largest bank for 8 consecutive years, recording a combined asset value of $14.821 
billion in 2020, up by 7.52% compared to the ranking in 2019. The banks included in the 
top of global rankings had substantial increases in Tier 1 capital, between 10% and 14%, 
as well as moderate increases in pre-tax profit.  

Chinese banks were seven of the twenty ranked global banking groups in 2020. A total of 
143 Chinese and 184 US banks were part of the top 1000 world's largest banks, in 2020.  

Chinese banks had a high degree of exposure on corporates, with 55.67% of gross 
outstanding loans to the corporate segment, totalling $17,905.6 billion, spread across the 
143 banks in this ranking. US banks had a lower exposure of $8,052.9 billion of gross loan 
value on corporate, spread across the 184 banks included in the ranking, representing 
47.51% of the total exposure. 

The analysis reveals that US banks are more cost and capital efficient, compared to the 
Chinese counterparts. Chinese banks were holding 24.64% of total global assets and 
28.46% of global pre-tax profits, compared to US banking organisations, holding 13.55% 
of total global assets and 21.86% of pre-tax profits. At the aggregate level, return on assets 
(ROA) was 1.11% for US banks while for Chinese banks was 0.87%. Comparatively, JP 
Morgan earned pre-tax profits of $44.5 billion in 2020, representing a 9.19% increase from 
2019, outperforming Chinese counterparts, such as Bank of China and Agricultural Bank 
of China. Both Chinese banks were ahead of JP Morgan in terms of Tier 1 capital. 
JPMorgan managed to perform the best, out of the 20 banks, in terms of return on equity 
(ROE), registering 13.93% in 2020, and in terms of return on assets (ROA), registering 
1.36% in 2020.  

At the European level, for Europe's largest bank HSBC, 2020 was a particularly difficult 
year, with its pre-tax profits falling by a third year-on-year, to $7.3 billion, representing 
goodwill impairment as the cause of the losses.  

French banks made the largest share of European banks' profits for the fifth consecutive 
year, but their pre-tax profits fell slightly by 1.96%. BNP Paribas, Groupe BPCE and Credit 
Mutuel recorded small increases in pre-tax profits of 9.11%, 2.2% and 2% respectively. 
The country's largest bank, Credit Agricole, recorded a year-on-year fall in profits of 8.65% 
and Societe Generale also recorded a year-on-year fall in profits of 16.74%. 

The German banking industry remains fragmented, with the top four banks (Deutsche Bank 
AG, Commerzbank AG, KfW Group, DZ Bank Group) accounting for 31% of total market 
assets, compared to the European average of 50%. Between 2010 and 2019, German banks' 
revenues fell by around 8%, from €129 billion to €119 billion, registering also a decline in 
market share and revenue levels, in favour of foreign banks. The revenue level of German 
banks decreased from around 70% in 2010 to 60% in 2019. They still dominate retail 
banking (including private banking) with a market share of 80%, keeping only a minority 
share in the investment banking, wealth and asset management market, with shares between 
around 20% and 45%. 
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In case of Spanish banks, profits declined in the wake of the pandemic crisis, falling for 
BBVA by 7% year-on-year to USD 1.14 billion in 2020, for Sabadell profits fell by 77% 
in 2020 to USD 57 million and for Caixabank the decline in profits represented 19%. In 
terms of the consolidated net profit of Spanish deposit-taking institutions, the aggregate 
result was negative, approximately -8 billion euros. This translated into a return on assets 
(ROA) of -0.21% and a return on equity (ROE) of -3.1%. 

Japanese banks increased their profits by 4%, taking the country from 6th to 5th place, 
according to The Banker's world's 1000 best banks. This was due to a 443% increase in 
Mizuho Financial Group's profits, despite declines at the other two top Japanese banks, 
Mitsubishi UFJ and Sumitomo Mitsui. In the main rankings based on Tier 1 capital, a key 
measure of banking strength, Mitsubishi UFJ retained its position as the 10th largest bank 
in the world, with $144 billion in capital. Sumitomo Mitsui ranked 14th with $94 billion 
and Mizuho ranked 18th with $83 billion. Together, the three banks account for 46% of 
total Japanese bank capital. 

The analysis liaise the banking organisations evolution with the specific developments in 
the economy of the countries, areas considered. 

As reflected by the Figure 5, over the transition period between the two global crisis, 
financial and pandemic crisis, the period 2007-2020, China's economic growth was based 
on a mix of exports and international trade, domestic market capitalization, corporate bond 
issuance and infrastructure stimulus. 

Figure 5. Evolution and economic indicators – China 

 
Source: authors' own calculations, based on World Bank data. 

In case of the US banking market, according to Figure 6, economic growth was based on 
corporate bond issuance, market capitalization, export and import of goods and services.   
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Figure 6. Evolution of US economic growth indicators 

 
Source: authors' own calculations, based on World Bank data. 

For Europe, especially the Euro area, between 70% and 80% of corporate funding is 
provided via the banking organisations. The percentage for SMEs funding via banks is 
considerable different in Europe, representing around 85%, compared to US, representing 
35%(3).  

Considering the same period, between the two global crisis, in Europe, for the five selected 
countries, the analysis emphasize a fragmented market, focused on specific areas, such as 
export, import and market capitalization. 
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Figure 7. Evolution of economic growth indicators European countries 

 
Source: authors' own calculations, based on World Bank data. 

 

Banks, performance and strategic interests 

The European banking sector, based on the financial governance developed within the post 
financial crisis context, contributed to the support of the European economy, during the 
pandemic crisis. Capitalisation, liquidity, governmental guarantees, cooperation between 
authorities, represented key points for the banking support of the European economy. The 
Single Resolution Board (SRB), through improved loss absorbency and the massive 
placement of the Minimum Requirement for Eligible Capital and Liabilities (MREL), 
contributed to the increase in resilience of the banking sector, during the pandemic crisis. 
The low profitability of the European banks remained a vulnerability, in terms of future 
economic growth and support for the European strategic interests. 

The research reflect that, over the period 2014-2020, US banks managed to maintain a 
higher ROE than European banks (average 8.5% vs. 5%). The gap in profitability, between 
US and European banks, based on net fee and commission income, net trading gains and 
differences in impairments and provisions, may also reflect a competitiveness gap.  

Policy debate at the European level reflect other relevant issues that need to be approached 
and solved. Overbanking capacity in Europe, resolution for the small and mid sized banks, 
fragmentation of the European banking market, the relationship between resolution, 
liquidation and insolvency provisions at the country level represent top concerns. 
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The diversity of banking business models in Europe may be considered a strength, as it 
enhances resilience and the ability to meet diverse customer requirements. Within the US 
banking market diversity is similar, compared to the European banking market.  

As the Bearing Point study reflects (Hofele and Steiner, 2022), there is a specific difference 
within the European and US regulatory frameworks, enabling the US banks to be more 
profitable and competitive. The ROE of European banks could be 340 basis points higher 
if they were instead subject to the US capital regime, and the cost-to-income ratio could be 
260 basis points lower. Balancing the regulatory differences may represent an opportunity 
for the European banking system. Other relevant research consider it is a challenge, due to 
the European Central Bank's interest policy rate, because in periods of substantial inflation, 
the ECB charges negative rates and purchases assets. The authors consider it is necessary 
to return to a more conventional monetary policy (Andrès and Truchet, 2022). 

The diversity of banking business models in the European and US banking markets, as well 
as the attraction of new investors by Chinese banks, implies the need for strategic 
collaboration between large banks and large corporates to achieve long-term sustainability, 
digitization and cyber risk objectives.  

Table 4. Largest companies by market capitalisation in 2022 
American Companies European Companies Chinese Companies 
Apple LVMH Tencent 
Microsoft Corporation Nestle AG Kweichow Moutai 
Alphabet Roche Holding AG Alibaba 
Amazon ASML Holding CATL 
Facebook Prosus Ping An Insurance 
Tesla Inc. L'oreal China Mobile 
Berkshire Hathaway Accenture PetroChina 
Nvidia Corporation Novo Nordisk A/S Meituan 
Visa Inc. Novartis AG China Life Insurance Company 
ExxonMobil Royal Dutch Shell China Railway Engineering Corporation 

Source: Authors' processing, based on companiesmarketcap.com data  

As a result of the pandemic crisis, and the increased pressure from the non-financial sector, 
business models of banks need to be adapted to the digitization process which creates new 
opportunities but also risks. The increased speed of innovation and greater 
interconnectedness between intermediaries and banking sectors have contributed to the 
broadening of the traditional definition of cyber and operational risk, leading the industry 
and banking supervisors to consider cyber risk as one of their specific top priorities. 

Other factors that may drive changes in business models, shifting the profit of banking 
organisations to other sectors of the economy, are represented by the correlation between 
digitalisation, decarbonisation, automation, post-pandemic structural changes and 
geopolitical changes. These changes imply important investments and financing needs, not 
in a traditional approach, as they imply higher risks and medium to long-term investments. 
According to (Dinu, 2021) geography and behaviour, of all the relevant actors of the 
economy, matter. Knowledge and competition represent key drivers towards a more 
inclusive society, Europe being a frontrunner. 
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In accordance with Table 4, the major US, European and Chinese banks have developed 
and deepened strategic relationships with major players in IT and automotive industry, to 
support the medium and long term goals of sustainability and digitalisation.  

The European, US and Chinese banks are investing in the digitalisation processes, 
cooperating and also competing with technological global players (Apple, Microsoft, and 
Google), developing and integrating new alternative and innovative payment solutions. The 
largest banks in Europe, US and China, are funding the automotive manufacturers, chip 
companies and renewable energy producers, to support the transformation of the economy 
in accordance with the sustainability objectives. 

From a strategic point of view, European, U.S. and Chinese banks are promoting 
relationship management between Big Tech and automotive, oil and renewable energy 
companies, as a catalyzer for medium and long-term investments in sustainability, leading 
to the reduction of the carbon footprint, in accordance with the global agenda. 

The research formulates an answer to Question 1. For Europe, the main factors influencing 
a difficult recovery within the post financial crisis context include market fragmentation, 
strategic reorientation of large banks towards domestic markets, regulatory changes and 
challenges. The US economy has been growing relatively steadily since 2010, while in 
Europe output has suffered a double-dip recession, from which it has only managed to 
recover since 2013.  

In addition, the greater need for EU banks to raise capital ratios to more prudent levels and 
the stronger deleveraging has put them at a competitive disadvantage, compared to their 
US counterparts. There was a clear trend for banks in Europe to shrink their activities by 
refocusing on domestic markets. This was driven mainly by commercial considerations, 
such as a rethinking of the broad, undifferentiated expansionary strategy that many banks 
pursued in the era of cheap, unlimited credit without major capital constraints. Regulatory 
changes was the other main reason for European banks to refocus on their home markets. 
Regulation has increasingly evolved to require banks to operate independently, separately 
capitalised subsidiaries in host countries with their own liquidity holdings.   

The European banking market become more fragmented, despite the strategic approach to 
deepen EU's single market for financial services. National authorities in all European 
countries have come up with distinct requirements, in an effort to protect the national 
financial system from potential instability, reduce the risks to their taxpayers. The US banks 
were not affected by fragmentation because their home market maintains a uniform (albeit 
unconsolidated) regulatory framework and they are also under much less pressure to 
withdraw from foreign markets (in general, US banks have never been nearly as active 
cross-border as their European counterparts). 

Regarding the Question 2, the research emphasize specific elements that have contributed 
to the rapid rise of Chinese financial-banking groups. Large-scale capital investments were 
financed as a result of high foreign exchange reserves. Investment in major infrastructure 
projects, under specific programs, such as the Belt and Road, major investment in agriculture 
and rural industry, rapidly increase in productivity, subsequently leading to significant 
growth in foreign trade, are the most relevant factors, during the analysed period. 
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Conclusions 

The research analysed the main indicators for top banking organisations, part of the 
European, US and Chinese banking sectors. The strategic interests of the three global actors 
reflects a strong connection between baking organisations, performance, governmental 
support programs, strategic decisions and expansion of corporate companies. 

The study analysed the effects of the 2008 financial crisis and the impact of the pandemic 
crisis in 2020, on the volume of assets, Tier 1 capital size for the largest banks, and 
profitability, as measured by the indicators return on assets (ROA) and return on equity 
(ROE). 

The analysis shows that in international banking, between 2007 and 2020, the rapid and 
steady development of profitability played a key role for US banks, due to the strong 
connection between banks and capital markets and the strong development of investment 
banking activities. The Chinese banking system, via the largest banking organisations, 
focused on supporting the international trade, strategic infrastructure programs and exports. 
Defining strategic interests and objectives, developing and using specific financing 
mechanisms, programs and instruments, enabled the US and Chinese banking organisations 
to support their economies and build competitive advantages.  

Although in 2007 the largest European banking organisations were in the top ranking as 
the most profitable banks, the financial and pandemic crises changed dramatically this 
situation. 

During the financial and pandemic crises, European banks were primarily affected by the 
fragmentation of banking markets, different approach on banking regulations, for each 
national countries, low net trading growth. 

Cross-border banking in Europe, mergers and acquisitions between the European banks 
may support the consolidation of the banking sector. A new architecture to integrate 
European strategic interests, to provide economic competitiveness to the European 
companies, needs to be supported by strong European banking organisations.  

As a result of the changes in bank rankings, following the global and pandemic financial 
crisis, US and European banks need to diversify their markets, business models, connect 
more deeply with the strategic interests of US and European companies, build competitive 
advantages, accommodate digitalization and sustainable projects financing. SME financing 
represent a strategic opportunity, both for banking and capital markets, to mix debt and 
equity, to connect the interests of the banks with the interests of the investors. 

From the perspective of future research approaches, the micro-level analysis of major US, 
European and Chinese banks/groups of banks, on the implementation of the transition 
towards a green economy and the evolution of the global competitiveness-sustainability 
relationship represent topics of great interest, both scientific research and empirical area. 
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Notes 
 
(1) List of economic crises – Wikipedia, 2022, pp. 1-3. 
(2) https://www.oecd.org/finance/Chinas-Belt-and-Road-Initiative-in-the-global-trade-investment-

and-finance-landscape.pdf 
(3) https://www.caixabankresearch.com/en/sector-analysis/banking/banking-sector-and-capital-

markets-union-creates-strength 
(4) https://top1000worldbanks.com/2020/  
(5) https://databank.worldbank.org/source/global-financial-development 
(6) https://databank.worldbank.org/source/world-development-indicators 
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1. Introduction 

The great recession highlighted close links between developed economies and emerging 
ones, in particular through the considerable impact of external shocks on emerging 
economies, the same is the case of Romania in relation to the euro area. For an economy in 
close connection with the euro area such as Romania, it is essential to define how much of 
the fluctuations of key macroeconomic variables, such as economic growth or the 
unemployment rate are due to external shocks.  

The objective of this paper is to quantify the importance of three key external shocks 
coming from the euro area that are affecting the Romanian economy. This paper aims to 
evaluate the impact of the demand, uncertainty and monetary policy shocks coming through 
the main trading and financial partner of the Romanian economy. The motivation for 
quantifying the importance of external shocks comes from the major impact that the great 
recession had on Romania and on top from the interest on developing a very important 
perspective of the economic outlook going forward.  

Therefore, this paper becomes relevant both for the present and future perspectives for the 
Romanian economy as it will highlight to what extent Romania is affected by the euro area 
in terms of output growth, uncertainty, and monetary policy level. 

 

2. Literature review 

The relationship between external economic activity from developed countries to emerging 
economies is a topic of interest for many studies, the most notable papers in this area have 
grown since 2005, when the shocks from the US to emerging economies in Latin America 
were studied by Canova (2005) or by Mackowiak (2007) which studied the impact external 
shocks from US to Asian emerging economies. Other recent approaches are still focused 
on the external shocks coming from US impacting emerging economies such as Turkey, 
South Africa, Argentina, Brazil, Peru or Mexico (Akinci, 2013) or even for Eastern 
European countries such as Hungary or Poland (Horvath and Zhong, 2019; Andrle et al., 
2013). 

One approach that seeks to emphasize the importance of euro area demand shocks to 
emerging Asian countries is the one developed by Erten in the paper “Macroeconomic 
Transmission of Eurozone Shocks to Emerging Economies”, where the results highlight 
the major importance of demand shocks that could severely impact the economic growth 
capacity of emerging countries (Erten, 2012; Gruss et al., 2019). Also, an important study 
is the one developed by Andrle et al. (2013), which focuses on the shocks coming from the 
euro area to Poland, this study is closely related to the approach in the current paper and 
concludes using similar econometric techniques that up to 50% of the variance in the output 
growth rate is given by external shocks coming from the euro area to Poland. Almansour 
et al. (2015) is as well supporting the high degree of vulnerability of emerging economies 
to external shocks stating that external shocks can contribute to half or maybe even more 
in some cases in terms of the output growth variance for the emerging economies. 
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The study developed by Erten (2012) is evaluating the impact of external demand shocks 
on output growth performance for emerging economies by employing Bayesian VAR 
model. This study is using quarterly data from 1993 to 2011 in order to capture the effects 
of the shocks created by proxy variables for global financial conditions and external 
demand. Erten (2012) is studying the extent of the external shocks from the euro area on 
emerging economies from Asia and Latin America. This article finds out that more than 
50% of the output growth rate for emerging economies in Latin America and emerging 
economies in Asia is explained by external factors. Conditional forecasts of the various 
scenarios indicate that a deepening recession in the euro area could create a severe and 
persistent contraction for emerging economies. 

The working paper developed by Andrle et al. (2013) at the International Monetary Fund 
is of great relevance in terms of certifying the robustness of the results for the current paper, 
as the it highlights the links between Poland and the euro area, using a simple econometric 
approach. The authors estimate a VAR model, using data for real and nominal variables, 
imposing robust hypotheses that allow them to identify how external factors affect the 
evolution of output growth in Poland between 1999 and 2012. The results of this paper 
suggest that external shocks in the euro area can be able to explain about 50% of Poland's 
output growth variance and up to 25% on interest rates and inflation. 

The VAR models estimated by Mackowiak (2007) show that external shocks lead to 
macroeconomic fluctuations for emerging economies. In addition, US monetary policy 
shocks are rapidly and strongly affecting the exchange rate of emerging economies. It is 
important to note that US monetary policy shocks affect the real economic activity of 
emerging economies in a much stronger manner than it affects its own real economic 
activity.  

The current study will focus on an approach similar to the one developed by Horvath and 
Zhong (2019) in terms of variable selection. This paper is taking as main subject the 
external shocks of demand, uncertainty and monetary policy coming from the euro area 
(the main financial and trade partner of Romania). Horvath and Zhong (2019) are 
combining these perspectives in a fascinating way and aggregate in a single study all these 
three types of external shocks employing Panel VAR model and using classical methods to 
identify these effects such as impulse response functions and variance decomposition. The 
ordering of the variables in the VAR model developed by Horvath and Zhong (2019) is 
essential to obtain a correct empirical estimate. The authors are ordering the variables in 
the model in such a way that macroeconomic variables like inflation or output growth lead 
to immediate changes in financial variables in emerging economies, such as stock returns, 
monetary policy interest rates or the real exchange rate, while financial variables will affect 
macroeconomic variables with a lag. The same variable ordering approach will be 
employed also in the current paper. 

 

 



28 George Anton 
 
3. Model specification 

In this section I will summarize the form of the general VAR model for the particular case 
of this paper and afterwards I am exposing the three different Bayesian approaches 
highlighting also the main economic implications of each one of them.  

3.1. Formulation of the general VAR model 

The VAR models estimated in this paper contain 8 endogenous variables, 4 lags, and one 
vector of exogenous regressors. In a compact form the general model can be summarized 
in the following equation: 

𝑌 𝐴 𝑌 𝐴 𝑌 𝐴 𝑌 𝐴 𝑌 𝐶𝑋 𝜀                (1) 

Where:  
Y is a matrix of dimension 1n (8 1  in this particular case) and it represents the vector 
of endogenous variables. 

1 2, ,..., pA A A  are (4)p matrices of parameters with dimensions n n ( 8 8  in this 

particular case). 

C  is a matrix of dimension n m ( 8 8  in this particular case) and tX  is a vector of 

constant exogenous regressors (constant terms). 

t  is the vector of residuals, where: 1, 2, ,( , ,..., )t t t n t    with (0, )N :  

In a more compact notation, the model can be summarized as exposed in equation (2): 

𝑌 𝑋𝐵 𝜀                    (2) 

3.2. Bayesian VAR with Minnesota prior 

One of the widely used prior distributions in macroeconomic research is the Minnesota 
prior (Giannone et al., 2017; Fuleky, 2020). Reflecting the fact that the variance-covariance 
matrix is known and the only thing that remains to be estimated is the vector of parameters 
(Dieppe et al., 2018). This implies the prior belief that the variables in the model cannot be 
predicted, as they follow an unobservable trend. Therefore, in order to calculate the shape 
of this posterior distribution I will follow the computational steps developed in Dieppe et 
al. (2018). To obtain the posterior distribution for   two elements will be necessary: the 

likelihood function ( | )f Y   for the data and the prior distribution for  : ( )  . 

One should start from the likelihood function, this formulation implies that the residuals 
follow a normal multivariate distribution of mean equal to 0 and a variance-covariance 

matrix . In this case the data would follow as well a normal multivariate distribution of 

mean X and a variance-covariance matrix  . Therefore, the likelihood function for Y
will have the following form: 

𝑓 𝑌|𝛽, ∑ 2𝜋 / |∑| / exp 𝑌 𝑋𝛽 ∑ 𝑌 𝑋𝛽    (3) 
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Ignoring the constant terms, equation (3) will be simplified and will take the following 
form: 

𝑓 𝑌|𝛽, ∑ ∝ exp 𝑌 𝑋𝛽 ∑ 𝑌 𝑋𝛽    (4) 

The prior   will follow as well a normal multivariate distribution of mean 0  and 

variance covariance matrix 𝛺 : 

𝜋 𝛽 ∼ 𝑁 𝛽 , 𝛺                    (5) 

Similar to the previous approach the constant terms will be excluded and the simplified 
equation will take the following form:  

𝜋 𝛽 ∝ exp 𝛽 𝛽 𝛺 𝛽 𝛽    (6) 

By combining the likelihood with the prior, the posterior distribution will take the form of 
a multivariate normal distribution:  

𝜋 𝛽|𝑌 ∝ exp 𝛽 �̅� 𝛺 𝛽 �̅�                 (7) 

𝜋 𝛽|𝑌 ∼ 𝑁 �̅�, 𝛺                    (8) 

3.3. Bayesian VAR with normal-diffuse prior 

A possible alternative to the Minnesota prior can be represented by the normal-diffuse prior 
and it can be used when one wants to remain agnostic about the value of  . Thus, the 

main change will be the distribution for  which will be now defined by the “Jeffrey’s” 
distribution or diffuse prior:  

𝜋 𝛴 ∝ |∑| /    (9) 

The peculiarity related to this prior distribution would be that it is a non-informative 
distribution, which means that the data will bring the biggest contribution when it comes 
to the estimated results. 

Following the same steps as exposed in the previous section and by starting from the 
likelihood function and the prior distribution this will lead again the posterior to take the 
form of a normal multivariate distribution: 

𝜋 𝛽|𝑌 ∝ exp 𝛽 �̅� 𝛺 𝛽 �̅�               (10) 

𝜋 𝛽|𝑌 ∼ 𝑁 �̅�, 𝛺                  (11) 

3.4. Mean-adjusted Bayesian VAR 

A reformulation compared to the classical Bayesian VAR is the one in which prior 
information about the trend of the steady-state values can be introduced in the model, 
meaning that the steady state values will not represented constant terms (Villani, 2009) 
which was the case for the last two sections. 
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In this case, the steady state parameters will become variable in time. The vector Z  
introduces this property for the steady state values. The compact form of the VAR model 
of section 3.1 will change and it can be formulated as follows: 

𝑌 𝑋𝛽 �̅�𝛥 𝜀   (12) 

 

4. Database and variable selection 

4.1. Variable selection 

In order to evaluate the impact of external shocks of demand, uncertainty and monetary 
policy from the euro area on the Romanian economy, the current paper is following the 
approach developed by Horvath and Zhong (2019) regarding the variable selection process 
and data transformation. On top of that I will approach the empirical study by using two 
vectors instead of one in order to certify the robustness of one critical proxy variable, and 
as exposed in the previous section I will employ three different Bayesian estimations 
instead of the classical OLS approach used in Horvath and Zhong (2019). The vectors that 
I will use in my estimations will contain three external variables and five domestic 
variables. More specifically: 

𝑌 𝐷 , 𝜋 , 𝐷 , 𝑟 , 𝑈 , 𝑟 , 𝑠 , 𝑥                (13) 

𝑍 𝑢 , 𝜋 , 𝐷 , 𝑟 , 𝑈 , 𝑟 , 𝑠 , 𝑥                (14) 

In the case of the vector tY  the domestic variables are the following: tD  which denotes the 

year-on-year output growth, 
t  represents the year-on-year CPI inflation rate, tr  captures 

the 3M Romanian Interbank Offer Rate (ROBOR3M), ts  measures the year-on-year stock 

return, and tx  stands for real effective exchange rate.  

In the case of tZ : tu  denotes the unemployment rate which serves as a proxy for real 

economic activity (the same significance as tD ) while the rest of the variables are the same 

as in the case of tY . The purpose of the second vector is to evaluate the effects of external 

shocks on unemployment dynamics in order to see if they are different compared to the 
output growth. 

The external block of variables contains measures for external demand E
tD  proxied by the 

euro area output growth rate, E
tr  proxied by the Euro Interbank Offered Rate 

(EURIBOR3M), and a measure of external uncertainty E
tU , proxied by the VSTOXX 

index (Bonciani and Van Roye, 2016) which represents the stock market expectations in 
terms of volatility for the euro area. 
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4.2. Database 

The current paper is using monthly data starting from January 2002 to March 2020 
(2002M1 – 2020M3). The data used in the models was transformed according to Horvath 
and Zhong (2019). Transformations were performed as follows: 

t  – denotes the year-on-year domestic CPI inflation rate excluding energy, food, alcohol 

and tobacco. For this case the overall index has been extracted from Eurostat and year-on-
year inflation has been calculated using monthly data.  

tD  – the domestic output growth has been calculated using seasonally adjusted data for 

the GDP at market prices from the Eurostat database. In order to transform the data from 
quarterly to monthly series a quadratic temporal disaggregation was necessary, this one has 
been performed using Eviews 10. Afterwards the year-on-year growth rates have been 
calculated. 

tr  – the proxy used for the domestic interest rate was ROBOR3M for which I used the 

monthly average of the daily series extracted from the interactive database of the National 
Bank of Romania. 

ts – for the year-on-year stock return the BET index has been used. The BET index is 

known as the representative index for the Romanian stock market, the market quotes have 
been extracted from the Bloomberg database and year-on-year returns have been 
calculated. 

tx  – the real effective exchange rate for Romania vs the euro area has been extracted from 

the European Commission database and it is used in logarithm following the approach from 
Horvath and Zhong (2019).  

The external group of variables is constructed in a similar way. External Demand E
tD  has 

been extracted from Eurostat and transformed exactly like the domestic output growth  

(
tD ), the external interest rate E

tr  (EURIBOR3M) is used as monthly average of the daily 

series in the same manner I transformed the domestic interest rate. In the case of external 
uncertainty ( E

tU ) the VSTOXX index has been extracted from the Reuters Eikon database 

and is used in logarithm following the approach of Horvath and Zhong (2019).  

 

5. Results 

As mentioned before, three models are simulated for the two vectors of variables in order 
to ensure additional robustness checks. As the obtained results are fairly similar in all the 
6 developed models, I will take a parsimonious approach and present in this section the 
results obtained for the vector tY  using the Minnesota prior. As previously mentioned, the 

impulse response functions, variance decomposition and historical decomposition will be 
used for interpretation purposes. 

It is very important to mention that the simulated models contain 4 lags and the 
identification method used was the Cholesky decomposition following the approach used 
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in Erten (2012). The method of identification is also in line with Horvath and Zhong (2019), 
the authors of the article using a recursive ordering approach with the contemporaneous 
matrix being lower triangular and with the elements on the diagonal normalized to one. 
Following the approach of Erten (2012) and Horvath and Zhong (2019), the block-
exogeneity restriction will be used for the current paper as well, the main reason is that 
domestic variables in Romania will be restricted so that they do not produce any impacts 
on the variables from euro area. The GDP of Romania relative to the euro area GDP 
represents at the moment of writing this paper about 1.6%. Therefore, the hypothesis that 
the domestic variables will have a negligible impact on the euro area variables is a 
reasonable one. 

5.1. Impulse response functions 

It can be observed in Figure 1 that the external variables in the euro area have a significant 
influence on the macroeconomic and financial variables of Romania. 

Shocks generated by external demand affect in a positive and persistent way the domestic 
output growth, the shock begins to be significant, with a confidence level of 95% starting 
with month 5 and it lasts until month 24 when the lower bound of the 95% confidence 
interval is reaching 0. The euro area interest rate generates a positive impact on the 
domestic interest rate, the shock is statistically significant and persists until period 22. The 
external monetary policy instrument does not create significant shocks in connection to 
output growth and inflation for Romania. 
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External uncertainty mostly affects the real exchange rate and stock market return, the 
effects being statistically significant until periods 24 and 10. No significant impacts can be 
found generated by external financial uncertainty on variables that express the real 
economic activity of Romania. 

These impulse response functions confirm that the Romanian economy is in close 
connection with the euro area in terms of real economic activity but also financial activity. 
A negative shock of external demand can generate a negative impact on Romania's 
economic growth over a horizon of up to 2 years, however, the external financial variables 
at the level of the euro area do not significantly affect real economic activity of Romania 
but they do affect domestic financial variables like the stock market return or the exchange 
rate. 

5.2. Variance and historical decomposition 

The variance decomposition highlights how much each shock contributes to the variance 
of each endogenous variable in the model. With this technique I aim to quantify the 
expected importance of each type of external shock in relation to the domestic 
macroeconomic and financial variables. One of the most important findings of this paper 
can be found in the graphs from Figure 2 where it can be seen very easy that the external 
demand is the most important influencing factor for the output growth variance. 

The historical decomposition is exposed below in Figure 3 in order to measure the 
contribution of historical shocks by decomposing the series into the contribution of each 
variable and summing up the impact in order to explain the past values of each component 
in the model. The purpose of the historical decomposition here is to measure the impact of 
the external shocks during the great recession and the first year of recovery. 
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6. Main findings 

After exposing the variance decomposition, it can be observed that the shocks coming from 
the external demand can represent 30% of the variance of the output growth on a horizon 
of 12 months. At the same time, these shocks can explain 50% of the variance in output 
growth and the unemployment rate over a time horizon of 2 years. For a more detailed 
overview Table 1 is presenting the median of the variance decomposition for GDP growth 
and unemployment rate. The results are in line with Erten (2012) which concludes that a 
severe external demand shock will create a deterioration in the economic growth of 
emerging economies. The conclusions of Andrle et al. (2013) are also in line with the 
current paper showing that 50% of the output variance in Poland is due to external shocks 
from the euro area. 

Table 1. Variance decomposition for the output growth and unemployment rate 
Variance Decomposition (Median in %) GDP: 
Period 𝐷  𝜋  𝑫𝒕

𝑬 𝑟  𝑈  𝑟  𝑠  𝑥  
1 100 0 0 0 0 0 0 0 
6 79 0.5 4.2 3.4 5.8 0.5 0.4 3.5 
12 49.7 2.1 30.3 2 6.8 1.1 0.7 3.4 
18 35.6 2.2 47.5 1.7 5.1 0.9 0.6 2.4 
24 30.7 2.1 53 1.7 5.1 0.7 0.6 2 
30 29 2.1 53.9 1.9 5.7 0.7 0.6 1.9 
Variance Decomposition (Median in %) Unemployment: 
Period 𝑢  𝜋  𝑫𝒕

𝑬 𝑟  𝑈  𝑟  𝑠  𝑥  
1 100 0 0 0 0 0 0 0 
6 91.1 0.3 3.7 0.59 0.7 0.7 0.3 0.3 
12 69.2 0.4 21.8 0.98 1.3 1 0.5 0.6 
18 49.4 0.4 39.9 1.13 1.8 0.8 0.6 0.9 
24 39.1 0.4 49.1 1.28 2.3 0.7 0.5 1 
30 34.8 0.4 51.9 1.49 2.8 0.7 0.5 1.2 

The domestic monetary policy instrument (ROBOR3M) is more responsive to Exchange 
Rate shocks (20.8%) rather than Inflation (11.8%) over a period of 18 months. 

The stock market return is mainly affected by external demand, external uncertainty and 
domestic output growth. External uncertainty has an immediate impact on the return on 
stock market returns (12.5% since the first month), while external demand has a much 
stronger long-term effect (up to 32% over a 24-month horizon). This may suggest that 
foreign investors have a developed capacity to create volatility in the Romanian stock 
market. According to the degree of fast and significant reaction it is reasonable to believe 
that the foreign investors play the most important role in the Romanian stock market.  

The real effective exchange rate is mainly affected by external uncertainty in the Eurozone 
(up to 30% in the long run), Inflation (14%) and External Demand (11%). 

The dynamics of the unemployment rate is also governed to a significant extent by external 
demand, with 50% of the variance in the unemployment rate also being explained by the 
shocks coming from external demand. The variance decomposition is almost identical 
when the models were simulated both for output growth and unemployment. 
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7. Conclusions 

The most important external shock from the euro area that is affecting the Romanian 
economy is the external demand which affects both macroeconomic and financial 
variables. External demand can represent 50% of the variance of the output growth and 
unemployment rate in the long run. External uncertainty mainly affects the stock market 
return and the real exchange rate (variations are up to 30% and 25% in the long run) while 
not having a significant impact on the real economic activity. The foreign monetary policy 
instrument (euro area interest rate) mainly affects the interest rate in the Romanian money 
market, with variations of up to 16.7% from the first month, while the domestic monetary 
policy instrument (ROBOR3M) is more sensitive to the shocks created by the real exchange 
rate (20.8%) rather than to the inflation shocks (11%). The stock market return does not 
significantly affect economic growth in Romania, but can be instantly affected by external 
uncertainty (12.5% from the first month) and in the long run being in a more material way 
by the external demand (31.9% on a 2 year timeline).  

Taking into account the belief that half of the economic growth or contraction can be 
explained in the long run by external demand, and in the short run by the negative effects 
generated by real economic activity, the Romanian economy should follow a trend which 
is in line with the euro area in terms of economic decline and recovery. 
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1. Introduction 

In 2020, the Covid-19 pandemic triggered the largest downturn and economic shock for 
the global economy and the European Union (EU) and record deficit spending in member 
states as part of their response to mitigate the crisis. The effects of the pandemic are still 
ongoing, and what seemed like a path to a recovery is now put at risk by the spillover effects 
of Russia’s war in Ukraine, including the impact on energy prices, access to energy, and 
commodity prices overall, as well as a large influx of refugees (IMF Regional Economic 
Outlook, 2022).  

Fiscal policy in the European Union is guided by the rules established through the 
Maastricht Treaty (1992) which set a limit on deficit spending and targets for overall 
government debt. In the aftermath of the Global Financial Crisis (GFC) in 2008, these 
guidelines served as an impetus to re-orient the fiscal policy to focus on reducing the 
increased deficits and growing debt that resulted from the response to the GFC. The ideas 
of “expansionary austerity” and dangers to growth of reaches certain debt thresholds were 
gaining momentum in the economic literature strengthening the case for a rapid shift to 
fiscal consolidation (Alesina and Ardagna, 2010; Reinhart and Rogoff, 2010). The resulting 
shift towards rapid fiscal consolidation resulted in a stunted recovery for the European 
Union and a double-dip recession in 2012, persisting high unemployment and low growth 
(IMF World Economic Outlook, 2022).  

In the current uncertain and fragile context, a misguided policy response from the European 
Union can put a recovery at risk and have long-term consequences for Europe’s future, its 
competitiveness and social cohesion. Through this study, we aim to strengthen the 
understanding on how the actual results of the post-GFC response were different than what 
policymakers expected and draw lessons from those errors. The European Union has put 
its fiscal rules on pause as part of the pandemic response and is looking to reevaluate 
whether they are fit for purpose.  

This paper provides a reevaluation of the relationship between fiscal consolidation on 
government debt in the post GFC period, through an analysis of the scale of consolidation 
undertaken by countries in the European Union, the expected impact it would have on 
government debt, and the actual impact. The analysis builds on a Blanchard and Leigh 
(2013) study that showed that economic forecasts failed to correctly predict the negative 
impact of fiscal consolidation on growth in the immediate post GFC period. This paper 
extends a similar analysis to look at the impact of changes in fiscal balance to gross 
government debt from 2012 until 2019, highlighting a pattern of overestimating the 
expected reductions in debt. 

 

2. Macroeconomic context  

The global economic has faced two major shocks and economic downturns in recent years. 
First the GFC, triggered by a crisis in the financial system in 2008, that impacted Europe 
most severely in 2009. In 2020, Covid-19 spread through the world, as the pandemic 
brought economic activity to a halt, creating both a sanitary and economic crisis. Figure 1 
illustrates the impact of these shocks on the EU. 
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Figure 1. Impact of the GFC and Covid-19 on GDP and Fiscal Balance of the EU 

  
Source: IMF WEO 2022, https://www.imf.org/en/Publications/WEO/weo-database/2022/April 

Overall, growth in the EU declined by about 4.5 per cent of GDP in 2009, compared to 6 
percent in 2020. The impact to the fiscal balance was also more pronounced in 2020, with 
deficits reaching 7.4 per cent. The EU mobilized to respond to the pandemic and put in 
place measures of support for businesses and workers alike, stepping up spending on health. 
The initial debt level prior to the pandemic did not hamper the response. 

Figure 2 shows the gross government debt ratio in the EU from 2008 until 2020. In the 
aftermath of the GFC the rising debt in 2009 and 2010 was seen as a cause of panic with 
calls for action on reducing the deficit. The Group of 20 Finance Ministers endorsed exiting 
crisis policies, in part to rebuild financial buffers and called for “growth-friendly” 
consolidation plans (G20, 2010).  

Figure 2. Gross government debt as a per cent of GDP, EU 

 
Source: IMF WEO 2022, https://www.imf.org/en/Publications/WEO/weo-database/2022/April 

As shown in Figure 3, the pace of the recovery slowed down in the EU in 2011, and 
negative growth returned in 2012. While the initial impact of Covid-19 was larger, the 
strong response was followed by a rebound in 2021, and expectations for the recovery to 
continue in 2022 and 2023. However, since, Russia’s war in Ukraine and the continued 
spread of the virus have added to the downside risks in this forecast (IMF REO, 2022). 
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Figure 3. Real GDP growth, EU (projections after 2021)  

 
Source: IMF WEO 2022, https://www.imf.org/en/Publications/WEO/weo-database/2022/April 

The risks of a premature shift in the supportive policy stance are reflected in Figure 4, 
which shows the expected recovery path for the EU in 2010, when authorities push to 
pursue a more aggressive fiscal consolidation strategy and prioritize debt reduction. The 
actual growth path was much lower, and by 2015 the GDP level in the EU was almost 6 
per cent that it was forecast in 2010. The lower-than-expected growth meant that the goal 
of reducing debt ratios was not met either, with expected debt-to-GDP ratios higher than 
envisioned despite the reduced spending levels.  

Figure 4. Real GDP growth, actual and projected (2010=100)  

 
Source: IMF WEO 2022, https://www.imf.org/en/Publications/WEO/weo-database/2022/April; IMF WEO 
2011, https://www.imf.org/en/Publications/WEO/weo-database/2011/April 

Figure 5 shows the gross government debt ratio in the EU for selected years since the onset 
of the GFC, comparing the actual levels with the expected levels predicted in 2011. This is 
to be expected given the much lower actual GDP growth, since the debt burden is calculated 
as a share of the overall size of the economy.  
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Figure 5. Gross government debt as percent of GDP in the EU, actual and protections 

 
Source: IMF WEO 2022, https://www.imf.org/en/Publications/WEO/weo-database/2022/April; 
IMF WEO 2010, https://www.imf.org/en/Publications/WEO/weo-database/2010/October 

Figure 6 shows the expected time to reach the pre-crisis output after the GFC and after 
Covid-19, as well as the actual number of years it took for the EU to reach its 2008 GDP 
after the GFC. With what seemed to be the onset of a recovery, in 2010 the IMF predicted 
the EU would reach its pre-GFC size in 3 years. With the EU sliding back into a recession 
in 2012, it took until 2014 to reach the same level of output as in 2008. The EU is now 
predicted to reach its 2019 pre-Covid level of output in 2022. However, a shift in policy 
stance, as well as other risks building up could derail this recovery. 

Figure 6. Years to reach pre-crisis GDP in the EU 

 
Source: IMF WEO 2022, https://www.imf.org/en/Publications/WEO/weo-database/2022/April; 
IMF WEO 2011, https://www.imf.org/en/Publications/WEO/weo-database/2011/April 

3. Literature review  

The slow and uneven recovery from the GFC had a negative impact on employment levels, 
as well as other social indicators in the EU. Szczepańsk (2013) finds that as a result of fiscal 
consolidation and lower growth, poverty levels in the EU increased, and the EU went off 
track from meetings its own employment and well-being goals set for 2010. Additionally, the 
large spending cuts implemented in the EU in the aftermath of the GFC are linked to rising 
income inequality and disproportionately affected youth and women (Szczepańsk 2013).  
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A rise in unemployment and subsequently an increase in poverty and material depravation 
as a result of austerity measures implemented by the EU, and growing polarization between 
Northern and Southern Europe is found by Darvas and Tschekassin (2015). Fiscal 
consolidation executed mostly through spending cuts resulted in cuts in public spending 
for research and development, increasing the gap in research and innovation between EU 
members, and hurting the competitiveness of the EU overall (Veugelers, 2014).  

Blanchard and Leigh (2013) published a seminal paper on the growth forecast errors in the 
aftermath of the GFC, between 2010 and 2013, based on underestimating the negative 
impacts of fiscal consolidation on growth. Their paper studied the relationship between 
levels of fiscal consolidation and growth and found that for each additional per cent of 
fiscal consolidation GDP growth was one per cent lower than forecast. This shows that the 
shift to fiscal consolidation slowed the recovery and did not have an expansionary impact. 
Kareem et al. (2020) extended this methodology to cover a longer timeline, from 2003 to 
2017, finding the larger than envision impact on growth extends for that entire period.  

These empirical findings are in contradiction with what prominent voices within the 
economics literature predicted as the impact of implementing fiscal consolidation 
measures. The most widely cited literature on the expansionary potential of austerity 
measures is the work of Alberto Alesina et al. (1997, 2010, 2012). According to Alesina et 
al. (1997, 2010, 2012) fiscal consolidation episodes have an expansionary impact on 
growth, particularly if the measures implementing to reduce the fiscal balance are centered 
on spending cuts, particularly public wages and transfers. The expansionary effect is 
expected from increased confidence and private investment that follow from consolidation 
measures. 

Reinhart and Rogoff (2010) published a paper that warned of a fiscal cliff and reduced 
growth once countries reach a gross public debt level above 90 per cent of GDP, as a result 
of a decrease in confidence that would put pressure on a government’s ability to continue 
borrowing and funding its deficit. This paper was famously found by a then graduate 
student to contain a spreadsheet error that once corrected resulted in the analysis no longer 
finding the same relationship for the 90 per cent threshold (Herndon et al., 2014).  

Beyond the spreadsheet error, Guajardo et al. (2013) and Baker and Rosnick (2014) raised 
additional issues with the methodology underpinning both the Reinhart and Rogoff (2010) 
results and Alesina et al. (1997, 2010, 2012) pointing to the inability of their studies to 
distinguish between the relationship of causality. While some relationship between growth 
level and fiscal deficits might exist in the data, it can also be interpreted in a different 
manner, namely that during episodes of faster growth deficit and debt levels fall.  

Botta and Tori (2018) conducted and empirical examination of the transmission 
mechanisms through which Alesina (1997, 2010, 2012) argues austerity measures are 
expansionary. Assuming fiscal consolidation measures are constructed to reflect the 
optimal type of consolidation proposed by proposants of expansionary austerity, the effects 
are transmitted through expectation and financial channels. Particularly in the context of 
the Eurozone, fiscal consolidation measures triggered hikes in sovereign bond yields in 
countries implementing them, worsened financial distress, and did not increase confidence 
and credibility of governments for financial markets (Botta and Tori, 2018).  
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Rather, yields for European countries stabilized as a result of interventions from the 
European Central Bank (ECB) and its introduction of unconventional monetary policies 
(Galariotis et al., 2018). The actions of the ECB spillover to non-eurozone countries that 
are part of the EU, stabilizing their yields as well (Trifonova et al., 2018). Zabala and Prats 
(2020) attribute the improved growth performance and increased stability in the EU since 
2015 to the ECB ramping up its asset purchase program and the increase in the ECB’s 
balance sheet. Foresti and Marani (2014) find that when certain episode of expansionary 
austerity are identified, the expansionary effects are the result of a policy mix where the 
behavior and support from the central bank is key.  
 

4. Methodology 

To examine the relationship between fiscal consolidation and debt levels, we build on the 
Blanchard and Leigh (2013) paper that constructed a methodology to analyze the 
relationship between fiscal consolidation and economic growth. With debt levels reported 
and measures as a share of GDP, we expect the findings on underestimating the negative 
impact on growth to translate to overestimating the impact of fiscal consolidation in this 
context to reducing debt levels. This methodology was tested to control for initial levels of 
debt, initial levels for the fiscal balance, the presence of a banking crisis, level of fiscal 
consolidation of trading partners, stock of foreign liabilities (Blanchard and Leigh, 2013). 
None of these factors changed impacted the results.  

We focus on 2012 as a starting point for this analysis, looking at the projections made for 
that year from 2010. The analysis is extended to 2019. Given that 2015 is when the ECB 
ramps up its asset purchases and interventions, we analyze both the entire period 2012 to 
2019, as all as 2012 to 2015 and 205 to 2019. As data for the analysis, we use the IMF 
World Economic Outlooks release and forecasts made yearly from 2010 onwards and 
compile them into one data set compatible with STATA.  

We then proceed to measure the debt forecast error as the difference between the change 
in the gross government debt forecast and actual historical timeline values for government 
debt. This is regressed over the forecast for fiscal consolidation that represents the targeted 
change in the net fiscal balance from the previous year. The debt forecast error in the year 
is then regressed over the planned fiscal consolidation and debt forecast from the year t. 
We follow this formula: 

𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝑒𝑟𝑟𝑜𝑟 𝛥𝐺𝐺𝐷 , :    α  β Forecast 𝛥𝐹 , : |  ϵ , :   

𝛥𝐺𝐺𝐷 , :   is the change from year t to year t+1 of gross government debt in country i. 
𝛥𝐹 , : |  is the change in the net fiscal balance (a positive number means fiscal 
consolidation) 
  represent the fixed-year effects. If the forecast was accurate, in the null hypothesis β is 
zero.  

The regressions are run through STATA with Huber-White standard errors that adjust for 
heteroskedasticity. To down-weigh outliers we run a robust regression (Andersen, 2008) 
and the Cook’s distance method that discards observations with a Cook’s distance greater 
¼ of the sample size (Hamilton, 2012).  
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5. Results  

The results are reported with heteroskedasticity-robust standard errors.  

Table 1. Results for all EU members and Eurozone members for 2012  

  All 
countries  

Outliers: 
Cook's 
Distance  

Outliers: Robust 
regression  

Eurozone  Eurozone Outliers: 
Cook's Distance  

Eurozone Outliers: 
Robust regression  

Coefficient 3.064 1.512** 1.577* 3.323 1.674*** 1.798** 
  (1.847) (0.539) (0.837) (1.966) (0.443) (0.835) 
Constant -4.779 -0.516 -1.863 -7.471 -2.210* -1.776 
  (4.398) (1.580) (1.342) (5.166) (1.107) (1.322) 
Observations 27 25 25 19 17 17 
R-squared 0.190 0.063 0.134 0.258 0.197 0.236 

 

Table 2. Results for all EU members and Eurozone members for 2012-2019 

  All 
countries  

Outliers: 
Cook's 
Distance  

Outliers: Robust 
regression  

Eurozone  Eurozone Outliers: 
Cook's Distance  

Eurozone Outliers: 
Robust regression  

Coefficient 1.445** 1.216*** 1.041*** 2.022*** 1.390*** 1.261*** 
  (0.567) (0.207) (0.164) (0.723) (0.335) (0.195) 
Constant -0.737 -0.703** -0.706*** -1.751 -0.881** -1.087*** 
  (0.826) (0.312) (0.270) (1.101) (0.393) (0.323) 
Observations 210 203 209 148 142 147 
R-squared 0.082 0.124 0.162 0.144 0.133 0.224 

Table 1 shows the results for 2012 and Table 2 covers the period from 2012-2019. The 
coefficient for both the entire group and Eurozone members is much larger for 2012 but 
the results are outside of the 0.01, 0.05, and 0.10 confidence level. When applying the 
additional tests to remove outliers, the coefficient after Cook’s distance test is used for the 
Eurozone countries falls in the 0.01 confidence level and shows a relationship that denotes 
that for each additional point of fiscal consolidation, the government debt was 1.67 per cent 
higher than expected.  

In the larger sample included in Table 2 all coefficients are significant at the 0.05 or 0.01 
level. A similar relationship is detected but with a smaller coefficient. For all countries we 
find that each additional point of fiscal consolidation, debt is 1.445 per cent higher with a 
confidence level of 0.05. For Eurozone countries this is more pronounced, with a 
coefficient of 2.022 at a 0.01 confidence level. When removing the outliers in this case the 
coefficients drop for all samples but remain higher than 1 per cent and are statistically 
significant at the 0.01 level.  

Table 3. All EU countries, 2012-2015 and 2015-2019 
  All countries  Outliers: Cook's Distance  Outliers: Robust regression  
Years 2012-2015 2015-2019 2012-2015 2015-2019 2012-2015 2015-2019 
Coefficient 1.416* 0.553 1.127*** 1.216*** 0.774*** 0.762*** 
  (0.717) (0.406) (0.259) (0.207) (0.238) (0.255) 
Constant 0.314 -0.796* 0.629 -0.703** 0.597 -0.905*** 
  (1.478) (0.411) (0.578) (0.312) (0.495) (0.295) 
Observations 105 130 101 203 105 130 
R-squared 0.074 0.024 0.093 0.124 0.093 0.065 
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Table 4. Eurozone countries, 2012-2015 and 2015-2019 
  Eurozone  Eurozone Outliers: Cook's Distance  Eurozone Outliers: Robust regression  
Years 2012-2015 2015-2019 2012-2015 2015-2019 2012-2015 2015-2019 
Coefficient 2.183** 0.600 1.168*** 0.947*** 1.145*** 0.854*** 
  (1.047) (0.443) (0.439) (0.278) (0.293) (0.265) 
Constant -1.479 -0.921* 0.279 -1.039*** -0.106 -1.207*** 
  (2.118) (0.497) (0.688) (0.302) (0.604) (0.338) 
Observations 74 92 71 85 73 92 
R-squared 0.139 0.037 0.095 0.124 0.177 0.103 

Note: In the tables, ***, **, * respectively denote statistical significance at the 0.01, 0.05, 0.10 level. 

The following step looks at the period up to the ramp up in asset purchases from the ECB 
and after, first for all EU members and then just for the sample of Euro area countries. This 
breakdown highlights the lower errors in the debt forecast after 2015 for both samples. 
When removing the outliers there is still a statistically significant relationship between 
consolidation and the errors on debt forecasts. For the Eurozone, which is directly impacted 
by ECB policies this coefficient falls below 1 for the two statistically significant results 
obtained when removing the outliers.  
 

6. Conclusions  

The EU appeared to be on a path to recovery following the Covid-19 shock. However, with 
risks once again on the downside, any missteps from policymakers risk protracting the 
crisis. The EU has currently suspended its fiscal rules as part of the pandemic response and 
plans to undertake an evaluation of these principles (European Commission, 2021). In the 
aftermath of the GFC the push for rapid fiscal consolidation in pursue of reducing debt 
levels backfired: expectations for expansionary effects of austerity policies did not 
materialize overall, while the protracted crisis was damaging to growth prospects, as well 
as social indicators.  

Our results add to the case that fiscal consolidation, particularly in a post-crisis context 
does not effectively reduce debt ratios. Furthermore, the post-2015 results suggest the ECB 
policy played a larger role in stabilizing debt levels. When reviewing the fiscal rules of the 
EU these issues should be considered, as a pro-growth stance supported by the ECB can be 
a more effective way to reduce debt burdens without pursuing fiscal consolidation measures 
with potentially negative impacts on inequality, poverty, and unemployment.  
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Abstract. Despite the extent of philanthropic activity in the 21st century, where billions of dollars 
are invested and spent worldwide in philanthropic projects, measuring the impact of philanthropy 
is still not standardized. This research aims to examine the impact of philanthropy on small 
businesses, using the case study of 3 philanthropic funds assisting small businesses in Israel between 
2015-2017. It uses the theory of “life cycle of businesses” to understand what is the best timing to 
assist a small business and what type of assistant is the most beneficial at each stage, to maximize 
the impact of philanthropic investment.  The study found a correlation between the location of the 
business on its life cycle curve and the impact of the help it receives from the philanthropic fund. 
Another conclusion is that small businesses in their early life cycle benefit from business 
consultation in addition to the financial assistance offered by the philanthropic fund. 
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Introduction 

Philanthropy as a modern form of charity, which has emerged at the end of the 19th century 
(Brenner, 2017), and it has become today a global phenomenon, exceeding in the last 
decade $300 billion annually. Hundreds of billions of dollars are invested every year by 
individuals and philanthropic foundations globally for various causes starting from the 
supply of clean water and nutrition to save from starvation, through vaccinations and 
medical aid, ending with women’s empowerment and girls’ education. All these initiatives 
are based on the allocation of philanthropic funds, on international and local philanthropic 
organizations and activities that are based on philanthropy.  

Despite the scope of philanthropic activities in the 21st century on national, regional, and 
transnational levels in many fields and areas, and although much of the philanthropic 
activities are very business-oriented, involving many consultants and experts in the “third 
sector”, still defining the impact of the philanthropic activity and measuring it, has not yet 
become a golden standard in philanthropic practices and theory.  

The definition of impact of philanthropy “is dependent on the goals of the philanthropic 
activity and the organization which carries it out, as well as the societal problems and 
challenges it wants to address and solve” (Taskforce, 2014). However, this definition is 
wide and does not include aspects such as short and long-term social effects; environmental 
benefits; indirect impacts; and impacts that cannot or are hard to be measured. Another 
difficulty to include questions of impact as a standard in philanthropic funds activity refers 
to problems of assessment and evaluation and the way to conduct it. This involves also the 
cost-benefit  considerations of such an evaluation process and the questions of how the 
results ought to be interpreted and understood in order to use them in an operative way.   

 

Small business  

There is a wide range of definitions for a small-medium business. Table 1 below 
summarizes the settings of small businesses as recommended by the largest entities in the 
world. 

Table 1. Examples of SME definitions of CE, WB and OECD 
Medium-sized enterprises Small enterprisesMicro-entities  
a. Average number of employees < 
250  
b. Annual turnover < 50 million Euros  
or  
c. Total balance sheet < 43 million 
Euros

a. Average number of employees < 
50    
 b. Annual turnover < 10 million Euros;  
or  
c. Total balance sheet < 10 million 
Euros

a. Average number of employees < 10 
b. Annual turnover < 2 million Euros or 
 c. Total balance sheet < 2 million 
Euros; 

European 
Commission 

a. Less than 300 employees  
b. Annual turnover < 15 million dollars 
 c. Total balance sheet < 15 million 
dollars

a. Less than 50 employees  
b. Annual turnover < 3 million dollars  
c. Total balance sheet < 3 million 
dollars

a. Less than 10 employees  
b. Annual turnover < 100.000 dollars 
c. Total balance sheet < 100.000 
dollars 

World Bank 

Between 100-500 employees Between 20-99 employees 1. Between 1-4 employees (small 
micro)  
2. Between 5-19 employees (micro 
entities)

OECD 

Source: Recommendation no. 2003/361/CE, World Bank definition, Organization for Economic Cooperation 
and Development (OECD) definition, Fitch (2006). 
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Table 2. Definition of small business in different countries 
Country   Business size   

Tiny Small  Medium 
  Australia 1- 5  5- 19 20-199 
  USA   1- 500   
  United Kingdom    1- 50 51-250 
  European Union  1-10 11-50 51-250 
  Korea  1- 5 6-10 11-300 
  Turkey 1-10 11-50 51-250 
Japan  production   1-20 21-300 

 services   1-5 6-100 
  Israel  1- 5 6-50 51-100 
Mexico production 1-10 11-50 51-250 

services 1-10 11-50 52-100 
Canada production 1-4 5-99 100-499 

services 1-4 5-49 50-499 
 Switzerland  1-10 11-50 51-250 
 Russia 1-15 16-100 101-250 
 China    1-100 101-500 
 Brazil 1-9 11-49 50-249 
 Indonesia – production 1-3 4-19 20-99 

Source: IFC – International Finance Corporation, World Bank, 
How do economies define Micro, Small and Medium Enterprises – 
MSMEs?, Companion Note for the MSME Country Indicators, by 
Khrystyna Kushnir, 2010. 

“SMEs are of great importance to the Israeli economy (OECD, 2015a) as SMEs account 
for 99.8% of all employer business in Israel, 68.7% of the business sector workforce and 
62.3% of business economy” (SME and Entrepreneurship Policy in Israel, OECD, 2016). 

1.2. Business life cycle models  

Every business regardless of its size has a life cycle. The stage in the life cycle is not defined 
by the time from starting the business, but rather by its behavioral pattern and the problems 
that are within the business (Adizes, 2000). Adizes (2000) constructed a life cycle model 
consisting of ten areas from the stage that the business is only an idea to its death. Each 
stage has its characteristics and by analyzing the business activity and its personnel, it is 
possible to find out its actual stage. As we can see from the figure below, according to 
Adizes (2000), each stage has its own activity and problems. 

Figure 1. Adizes life cycle model (2000) 
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Various researchers have developed different five-stage models for small and big 
businesses (Churchill and Lewis, 1983; Scott and Bruce, 1987; Perenyi, Selvarajah and 
Multhaly, 2011, Dinu, 2021). Lester and Carraher (2003) conducted an empirical test 
concluded that among the various life cycle models which include 3-10 stages, the five 
stages model represents best the life cycle of small businesses. The above models mention 
also that it might be that a business will not pass all the stages. Some businesses might stop 
at a certain stage and remain there up to it closing or can even drop back from the stage it 
is on its life cycle curve in into a lower stage or to be closed. Although not all businesses 
would go through all the stages and regression is possible, the five stages model is still 
considered the best model.  

Perenyi, Selvaraja and Muthaly (2011) reviewed life cycles models to predict the behavior 
of a business. They show that the stage in which the business is on its life cycle curve is 
crucial to understanding its behavior. In this study, the “Five Stages of Small Business 
Growth” (Churchill and Lewis, 1983) was used. This model delineates five stages of firm 
development: existence, survival, success, take-off, and resource maturity. Each stage is 
characterized by an index of size, diversity and complexity and involves management style, 
organizational structure, the extent of formal systems, major strategic goals, and the 
owner’s involvement in the business.  

Churchill and Lewis model (1983) was used because it is adequate for small and growing 
businesses, and because it is the only one that is useful in order to identify the location of 
the business on the life cycle curve without conducting an economic analysis of the 
business, such analysis involves the business owner's sincere collaboration-something that 
we can't get. 

1.3. Churchill and Lewis model 

Table 3. Characteristics of small business 
 stage 1 stage 2 stage 3-D stage 3-G stage 4 stage 5 

 Existence Survival 
Success 
Disengagement 

Success 
Growth Take off 

Resource 
Maturity 

management style Direct 
supervision 

Supervision Functional Functional Divisional Line and staff 

organization 

 
 
 
 
 

     

extend of formal 
systems 

Minimal to 
nonsexist Minimal Basic developing More refined  full 

Major strategy  To remain alive Survival 
Maintaining profitable 
status quo. 

Get resources 
for growth Growth  

Business and 
owner 

 
 
 
 

    
 

Note: Smaller circle represents the owner. Large circle represents business. 
Source: Churchill and Lewis model, 1983. 

Two points of the business life cycle are easy to distinguish: the birth and death of the 
business. The other points need to be detected with help of questions. Since, usually, the 
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business owner cannot define the stage in which the business is, we have to find that 
through questions regarding the activities in the business at the time of applying for a 
help/loan.  

Since it is not always possible to significantly identify the transition point from one stage 
to another, we grouped some of the stages in the original model together and added the 
stage. Before setting up the business, the stages for the research are:  

Stage No. 1 in the study – The Stage before starting the business.  
Stage No. 2 in the study – Stage #1 and Stage # 2 in the original model were consolidated.        
Stage No. 3 in the study – Stage # 3 and Stage # 4 in the original model were consolidated. 
Stage No. 4 in the study – Stage #5 in the original model was defined. 

Stage No. 1. Is the stage before or at the time of starting the business.  

Stage No. 2. The Existence stage is the one in which the business's existence is 
questionable; the owner is doing most of the work, most significant activity points are 
obtaining customers and delivering the product or service. This stage is completed once the 
business has customers that are satisfied with its products or services. The Survival stage 
is part of this stage, after realizing the idea of the business; during this stage, the business 
has slow growth in sales, and the cash flow is not stable. The main difference between the 
first and second parts of this stage is shifting attention from existence to profitability over 
time. The transition point between the two stages cannot be determined by examining 
external objective data.   

Stage No. 3. The Success stage will start once the business has a mature product and 
customers are re-buying, growth in sales and investment in new equipment, need for 
additional low-level managers, and working capital. The company owner must decide 
whether to stay at this stage or move on to the next level of growth. At this stage, the 
company is profitable, with a stable cash flow. The Take-off stage that is part of stage #3 
will be noticed once the manager adds senior staff to run the business and sales are growing 
rapidly, usually entering new markets and or products. There is no specific definition 
regarding the passage from Success to Takeoff, so we regard them as one.  

Stage No. 4. The stages after Takeoff have one thing in common. Sales decline and all the 
other changes regarding the behavior of the business managers can't be seen from the 
outside or through the balance sheet; we consider them as one declining stage.  

1.4. Indicators to measure the impact of philanthropic activity 

Help is designed to promote the business, and therefore indicators for the impact of the 
philanthropic aid should be measured to evaluate whether the targets were achieved. 

1.4.1. Current loan impact definition 
Currently, the majority of philanthropic funds define the lending target as increasing the 
availability of money for small businesses. The various philanthropic entities have not 
defined the impact on the business they expect the loan to make. The philanthropic entities 
assume that the loan recipients know what to do with it. 
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In the study “The Effectiveness of Public Credit Guarantees in the Japanese Loan Market” 
(2010), Uesugi, Sakai, and Yamashiro examined the results of state-guaranteed loans, thus 
they found out that “the availability of loans increased the ex-post performance of the 
program participants deteriorated relative to their non-participating counterparts”. So that 
assumption is not necessarily correct. 

1.4.2. Time factor 
The decision regarding the period after the loan was granted which the impact of the 
business should be checked must balance several factors. On the one hand, to give the 
business enough time to develop as a result of receiving the help, but, on the other hand, to 
limit the time to avoid unrelated variables to impact the business. Such variables can be 
changes in market conditions or entry of new competitors into the market. We estimate that 
to check the impact after two years is the right time. 

1.4.3. Profitability  
Business profitability is the ultimate goal of a company – whether privately owned or a 
social enterprise. In order to measure the impact through the profits, we need the 
cooperation of the fund managers and business owners. The fund managers and many small 
business owners resist sharing this information. The only entity that has information that 
can be true and reliable is the Tax Authority, according to Israeli law, the Tax Authority is 
prevented from exposing detailed data regarding the businesses. Even if the business 
owners will provide such information no one can be sure that those who give that 
information are telling the truth, either because they deliberately will provide wrong figures 
or they don’t know the precise details. Therefore, this parameter will not be used. 

1.4.4. Numbers of employees  
Another indicator for the success of a business and the philanthropy impact can be the 
change in the number of employees. An increase in the number of employees will be 
considered as a positive impact and vice versa. This data is attainable but not accurate. In 
some cases, a loan is given to purchase automatic equipment, which will reduce the number 
of employees and increase profitability, so reducing the number of employees is a success. 

In some cases where the purpose of the help is to rescue the business from a complete 
liquidation, staying at the same size or even smaller is a positive impact. Despite the 
reservations mentioned above, success can be measured as an increase in the number of 
employees in most cases.  

1.5. Types of philanthropic help programs for SBEs in Israel 

According to The Agency of Small and Medium Business, at the Israeli Ministry of 
Economy and Industry, the number of philanthropic foundations in Israel assisting small 
businesses through loans is unknown, and the extent of their aid varies. However, 
depending on the same source, the foundations operate in three different methods. 

1.5.1. Providing guarantees for loans from banks 
The Jewish Federation Funds are part of the Jewish Federation of North America (JFNA), 
the most significant Jewish fund for small businesses in Israel. Their model is that the fund 
deposits money in a bank; based on that money as collateral, the bank offers loans with 
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reduced interest and reduced collaterals up to 7 times the deposit usually with better terms 
than the private market. If the bank cannot collect all the returns, it will take from the 
deposit 70-90% of the balance. As announced in the yearly report of JFNA for the year 
2020 up to 2018, the banks gave out based on the deposit loans to 1,900 businesses for the 
amount of 325 million NIS and added 9,500 working places.  

1.5.2. Providing a loan from donor funds 
The Israel Free Loan Association helps small businesses with interest-free loans. The fund 
gets donations from different sources and offers loans for small businesses for expanding. 
To ensure loan repayments, the borrower signs guarantor or guarantors as per the fund’s 
decision. The guarantors undertake to repay the loan in case the original borrower does not 
meet his obligation. As per the organization's website: https:/www.ogen.org over the years 
up to 2021, the foundation has helped 65,000 people. The loan repayments are used for 
providing new loans so that every NIS given as a donation is used to provide further loans 
over the years. The fund has only one branch and it operates only online. In addition, during 
the loan approval process or during the period in which the borrower returns the money 
there is no personal meeting between the borrowers and the fund members. 

1.5.3. Providing some mentoring and a loan from donor funds 
As per the fund website: https:/ www.galileefund.org, The Galilee Fund provided up to 
2021 about 600 loans in the total amount of about NIS 70 million. The philanthropic 
foundation office is located near to the entrepreneur’s area – in Galilee. The foundation is 
in direct contact with the client. Some of the meetings take place at the business. The loans 
are interest-free and without physical guarantees and are intended mainly for small 
businesses that have difficulties obtaining a bank loan or bank loan with reasonable terms 
(existing business or once that are before starting). To ensure the repayment of the loan, a 
guarantor or guarantors that the fund approves signs a commitment note that if the original 
borrower does not meet its obligation to repay the loan money, they will repay on his behalf. 
The fund is a regional one and operates only in Galilee. The entrepreneur applies through 
the fund website. The fund representative meets the client at his business or his home to 
review the business plan, during the meeting or meetings, the fund's representatives share 
with the entrepreneur their professional knowledge and experience and offer changes or 
adjustments to the business plan prepared by the entrepreneur and together they decide on 
the loan flow rate.  

 

Research  

The aim of this study is to measure the impact of philanthropic aid given to small businesses 
in Israel. The study analyzes the impact of philanthropic assistance given by three Israeli 
philanthropic funds. Each fund offered the business a different combination of loan and 
personal contact. The small businesses that got the help were at different points on their 
life cycle. The questions examined were: whether the impact of helping small businesses 
that are at the same point on the business life cycle varies depending on the fund's operation 
way and whether one fund operating system is better than the others. 
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In this study, the “Five Stages of Small Business Growth” model (Churchill and Lewis, 
1983) was used. Based on this model definitions and answers given by the business owners 
we defined the stage on the life cycle curve the business was before and after getting the 
help.  

2.1. Definition of Impact/ success  

In this case study, we defined the desired results of a philanthropic loan to a small business 
as increasing the number of employees; and increasing sales turnover. We examined the 
following loan success indicators:  
 The increase of the number of employed persons in general.  
 The increase of the sales turnover.  
 The increase of the number of foremen. 
 The rise in the number of senior executives. 
 The addition of unique products or services. 

2.2. Hypotheses 

A. Philanthropic help that combines money and counseling will have bigger impact than a 
philanthropic help that includes only money. 

B. Philanthropic help will make businesses move to the next level on the life cycle line. 

 

3. Methodology 

3.1. Research tools 

This is a quantitative research. The research tool chosen for collecting the data is the 
questionnaire. The questionnaire can be used to collect data from the type and quality 
needed to get empirical answers to the research questions. The quality and adaptability of 
the data collected by the questionnaire determine the validity and reliability of the findings 
and the questionnaire (Goetz and Le Compte, 1984). A research questionnaire is designed 
to collect data of the type and quality required to achieve the research objectives and find 
empirical answers to the research questions.  

To statistically analyze the questioners, we used the ANOVA method (Regression). 

3.2. Questionnaire  

The questions in the questionnaire are designed to obtain information in three areas. (See 
Appendix A) 
A. Define the business status before getting assistance in terms of business size, activities, 

different manpower, and products. 
B. Getting data regarding the type of help received. 
C. Define the business status two years after receiving help in terms of business size, 

activities, different manpower, and products. 
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3.3. Research population 

The study is based on data obtained from businesses that received loans from the three 
philanthropic funds in the years 2015-2017. The information obtained from the funds was 
only telephone numbers without identifying data of the businesses that received the loans. 
The questionnaires did not include questions that can enable to identification of the 
business. The answers to the questionnaires were automatically added to the data 
concentration sheet so that the answers received could not be linked to a telephone number 
to which the questionnaires were sent. It is also not possible to check why the other 
questionnaires were not returned. 

 

4. The research process   

1,200  questionnaires were sent using the We Bot – What's App system to businesses that 
actually received help from the funds during 2015-2017. Answers were received through 
the WhatsApp. After some time, using lists that included only telephone numbers provided 
by the funds regarding businesses that received assistance, telephone calls were done to 
random businesses. The call center asked the business if he already answered the 
questionnaire if the answer was yes – they thanked him, if the answer was no- the call 
center asked him to do so and offered help if he needs. If the call center fills in the 
questionnaire by telephone, the questionnaires received from the call center did not include 
any identifying marks regarding the participant. The data received from the call center was 
processed and mixed with the data received directly from the participants who returned the 
questionnaires. We got information from 226 businesses.  

The WeBot system allows to attaching questionnaires to the message. In the message, we 
reminded the participant that he previously received a loan from a philanthropic fund, and 
to streamline processes an anonymous survey is being conducted with the help of a 
university that will help streamline the process of granting loans in the future. The business 
was assured that the answers would be received anonymously so that the sender could not 
be identified.  

After receiving the responses they were sorted according to the sort of help the participant 
received (i.e., from which fund they got the help), and according to the location of the 
business life cycle curve (See Appendix B for results as obtained from the questionnaires). 

 

5. Statistical process and results 

Five statistical tests were performed to test the relationship between the fund, the life cycle 
stage, and their interaction with five different Success indices:  
1) The percentage change in the number of employees. 
2) A binary variable indicating whether there was an increase in sales. 
3) A binary variable indicating whether there was an increase in low level-managers. 
4) A binary variable indicating whether there was an increase in high level-managers. 
5) A binary variable indicating whether there was a new unique product. 
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A significant relationship was found between the interaction variable of fund and life cycle 
stage with the change in the number of employees. In Galilee fund at stage 1, the average 
employees increase is 389 percent while in the Jewish Agency at the same stage it stands 
at 158 percent and in Israel Free Loan Association at 47 percent. As the life cycle stage 
increases to stage 2 and 3, there is a sharp decline in Galilee fund, which becomes relatively 
like the average of the other foundations. 

Another two significant relationships were found between the fund and the increase in the 
number of sales, and between the life cycle stage and the increase in the number of sales. 
As the life cycle stage increases, the probability of an increase in sales is bigger. In addition, 
this probability found to be the highest in the Galilee fund. The odds ratio higher by 5.5 
compared to the base group of the Israel Free Loan Association and higher by 2 than the 
Jewish Agency. 

The other indices do not appear to be statistically significantly related to the independent 
variables fund and life cycle stage. 

 

6. Discussion  

To this date, no one has ever examined whether any specific philanthropic program has a 
bigger impact in helping small businesses that are on different stage on the business life 
cycle. This study aimed to find the preferred philanthropic way to help small businesses 
based on their location on the life cycle curve.  

Our first hypothesis was that a philanthropic fund that combines advice and a loan will 
have a greater impact than other funds, so this is the recommended way to run philanthropic 
funds that help small businesses. The parameter chosen to test the impact was the increase 
in the number of employees after a period of two years from receiving the help. After 
examining the data, it was found that there was a statistically significant relationship 
between the impact of the assistance and the fund that provided the assistance. The impact 
on businesses that are in the first stage of their lives is greater when in addition to the money 
they get also advice. No significant difference was found for businesses that are in more 
advanced stages on their life cycle curve. Hence if a foundation wants to increase its impact 
and use only one operating method it is recommended to use a method that combines advice 
and loan. 

The second hypothesis we tested was that philanthropic help will cause businesses to move 
from the stage they are on the life cycle curve to the next stage. This hypothesis was found 
to be incorrect. It was not found that there was a significant change in the location of the 
business on the life cycle curve before and after receiving the help. Of course, businesses 
that were set up with the help of philanthropic help went from the stage of non-existent to 
existent but beyond that, no effect of the loan was found and no difference was found 
between the various funds. 

The recommendation from the study is that philanthropic organizations that help small 
businesses and want to increase their impact should preferably incorporate a certain level 
of advice in their method of activity. 
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Further studies need to be conducted to define the amount and type of guidance that will 
give the greatest impact, as well as the proper mechanism of operation of the combined 
method. 
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Appendix A 
 
The Questionnaire and the meaning of the questions in terms of the model.    
 
General questions regarding the business at the time of application for help: 
 
a. The name of the philanthropic foundation from which the help was received: 

 ...................................................................................................  
 
b. How many years before the application for help were submitted was the business 
established? 

0-1   
1-2   
2 -    

 
c. Number of employs at the time of getting the loan:     A 
 
Questions related to the stage in the business life cycle. 
a. At the time of application for help; sales of the business were:  

 In a constant state compared to year before?  
 In slow growth compared to year before? 
 In fast growth compared to year before? 
 In retreat compared to year before? 

 
b. At the time of the application for help:  
* Were there other low-level managers in the business? 

Yes    C 
No     D 

* Were there other high-level managers in the business?  
Yes   G 
No    H 

* Did the company have a developed product or service?   
Yes   L 
No                   

 
c. The main purpose of the help was:   

 Establishment of a new business?   
 Investment in creating new products?  
 Repayment of loans? 
 Working capital?          
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Questions regarding the business activity two year after getting the loan.    
  
a. Number of employs: …………… B  B/A in percentage represent the help 
  
b. Comparing to time of getting the loan, sales of the business were: 

 The same.         The loan did not help the business 
 Higher.     The loan helped the business 
 Lower.      The loan harmed the business 

 
c. Were there other low-level managers in the business?     

 Yes.   E  If E ≠ C The loan helped the business 
 No.    F  If F = C The loan harmed the business 

 
d. Were there other high-level managers in the business?  

 Yes.   I  If I ≠ G The loan helped the business 
 No.    J  If J ≠ G The loan harmed the business 

 
e. Did the company have a developed product or service?    

 Yes.    M  If M ≠ L The loan helped the business 
 No.     N  If N ≠ L The loan harmed the business 
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Appendix B 
 
1. Data regarding the sending and receiving of questionnaires 

Table 4. Sending and receiving of questionnaires 
Fund Questionnaires  

sent 
Questionnaires  
received 

Stage on the life cycle Questionnaires 
received 

The Galilee fund 135 67+5 1 24 
2 28 
3 15 

Total 67 
Israel Free Loan 
Association 

610 91+1 1 46 
2 31 
3 14 

Total 91 
Jewish Agency 478 61+1 1 25 

2 28 
3 8 

Total 61 
Total 1,223 219+7 

Details of the number and percentage of employees added at each stage on the business life 
cycle curve in each of the funds, as well as data regarding the total for each fund, i.e. 
changes in sales and number of managers is presented in the tables below. 
 
2. Data regarding the change in number of employees. 

Table 5. Change in number of employees 

Fund Stage on the life 
cycle 

Employees 
Change in number % Increase Standard deviation 

The Galilee fund 
1 110 239 7.98 
2 156 89 10.96 
3 32 84 3.29 

Total  298 124%  

Israel Free Loan 
Association 

1 14 15 2.04 
2 41 63 2.81 
3 18 69 1.07 

Total  73 40%  

Jewish Agency 
1 181 75 10.40 
2 60 25 5.00 
3 25 35 5.44 

Total  266 48%  
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3. Data regarding the change in sales 

Table 6. Change in sales 

Fund Stage on the life 
cycle 

sales 
Increase % Increase No change Decrease 

The Galilee fund 
1 23 96% 1 0 
2 22 79% 6 0 
3 15 100% 0 0 

Total  
 90%   

Israel Free Loan 
Association 

1 31 67% 14 1 
2 28 90% 2 1 
3 13 93% 1 0 

Total   79%   

Jewish Agency 
1 25 100% 0 0 
2 24 86% 4 0 
3 8 100% 0 0 

Total   93%   
 

4. Data regarding the change in Low-level managers 

Table 7. Change in low-level managers 

Fund 
Stage on the life 
cycle 

Low level-managers change 
Increase % Increase No change Decrease 

The Galilee fund 
1 8 33% 15 1 
2 5 18% 23 0 
3 12 80% 12 1 

Total   37%  3% 

Israel Free Loan 
Association 

1 5 11% 39 2 
2 3 10% 27 1 
3 1 7% 13 0 

Total  
 10%  3% 

Jewish Agency 
1 3 12% 18 4 
2 2 7% 25 1 
3 1 13% 7 0 

Total   10%  8% 

 
5. Data regarding the change in high-level managers 

Table 8. Change in high-level managers 

Fund Stage on the life 
cycle 

High level-managers change 
Increase % Increase No change Decrease 

The Galilee fund 
1 2 8% 22 0 
2 1 4% 23 4 
3 0 0% 15 0 

Total  
 4%   

Israel Free Loan 
Association 

1 2 4% 44 0 
2 3 10% 28 0 
3 0 0% 14 0 

Total   5%   

Jewish Agency 
1 1 4% 24 0 
2 2 7% 26 0 
3 3 38% 5 0 

Total  
 10%   
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Details of the number of businesses in each fund and at each stage that reported adding a 
unique product or service at the end of the test period. 
  
6. Data regarding the change in unique product or service    

Table 9. Change in unique product or service    

Fund Stage in the life cycle 
Unique Product or service 
Increase No change Decrease 

The Galilee fund 
1 0 23 1 
2 2 23 3 
3 1 14 0 

Total     

Israel Free Loan 
Association 

1 8 31 7 
2 1 20 10 
3 2 11 1 

Total  
   

Jewish Agency 
1 1 21 3 
2 2 19 3 
3 0 7 1 

Total  
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Abstract. Keeping in mind the notion of random walk and market efficiency, the present study gives 
importance on the sense of the above issues by considering high frequency logarithmic intraday 
time series data of the popular Indian stock market index NIFTY 50 during the global Covid-19 
pandemic. Thus, to realize the above notion deeply, the study uses parametric and non-parametric 
statistical approaches. The study reports that the null hypothesis of random walk is rejected based 
on various measures and the NIFTY 50 is inefficient in its weak form during the pandemic period. 
However, there is a little hope also because runs test accepts the null hypothesis that means 
NIFTY 50 follows random walk and informationally efficient in its weak form during the global 
pandemic. It may also be opined that testing of random walk and market efficiency largely depends 
on methodological innovation. 
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1. Introduction 

Random walk and market efficiency are the most important topics of research in finance. 
A lot of studies are conducted on this area by the researchers around the globe. Generally, 
there are two sets of opinions that theoretically and empirically support the RWH (see 
Fama, 1965a, 1965b) under the efficient market hypothesis (EMH) and the second one is 
uncertainty regarding RWH (Lo and Mackinlay, 1988 etc.). An efficient market always 
discloses all the information on the stock prices and thus making of abnormal profit is 
impossible to the investors. But, dissemination of improper information on stock prices 
may generate manipulation and irrationality. According to Fama (1970, 1991), the market 
efficiency is divided into three forms particularly weak form, semi-strong form and strong 
form. Thus, the market is said to be efficient when the stock prices reflect all the 
information where insider information is of no use. RWH assumes that stock price 
movement don’t follow any pattern and therefore it is tricky to guess the upcoming price 
movement based on past movement. Thus, market efficiency can be judged by observing 
the random walk pattern of the stock prices. It is observed that stock markets are badly 
affected during the Covid-19 pandemic around the globe. With this notion in mind, the 
present study tries to examine the random walk and market efficiency of the Indian stock 
market during the pandemic period. 

After brief introduction in section1, the literature survey is given in section II. Section III 
describes about data and study period. Section IV deals with methodological aspect. 
Section V explains about analysis of result and finally, section VI ends with conclusion and 
recommendation. 

 

2. Literature review 

The efficient market hypothesis is associated with the random walk behaviour. Bachelier 
introduces the concept of random walk in 1990. Fama in 1991 describes about three forms 
of market efficiency specifically weak, semi-strong and strong forms. In 1973 Conrad and 
Juttner claim that random walk hypothesis is inappropriate to explain the behaviour of price 
changes. On the other hand, Shiller and Perron (1985) walk in a different path and try to 
investigate an assertion about power functions of a statistical test about random walk 
hypothesis. Random walk model says about prices of speculative assets which uses many 
observations. Sometimes data may arise with a short period of time with many observations 
then power of a test may be very high. To evaluate this, power functions for an important 
class of alternatives is tabulated with fixed span of data and the number of observations is 
varied by changing the frequency of observations. They observe that for t test and 
normalized beta test for short spans there is absence of much power but it rises in 
intermediate spans with the increase of observations. So over a substantial range, power 
depends on span of the data than the number of observations. They also opine that it is 
wrong to presume that power of tests of random walk hypothesis is high just because of 
many observations. There are lot of studies where models of economic fluctuations are 
examined in a context where economic growth is either assumed away or triggered by 
independent factors. In 1987, Ching considers an approach that the nature of aggregate 
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fluctuations cannot be abstracted from the process of economic development. He assumes 
that business cycle can be better understood by considering growth dynamics. He tries to 
develop an economic model where population is endogenously determined rather than 
exogenously specified and the novelty of this model is that diminishing returns to factors 
of production don’t constrain the growth of the economy. The model forecasts that 
aggregate capital shocks, output, consumption and labour follow random walk with drift 
and the temporary real shocks which occur at a particular point in time is shifted 
permanently into the future and shift the entire equilibrium path and this process is not 
trend stationary and doesn’t process stationary distributions. He opines that random walk 
process identifies the specific form of non-stationarity as suggested by Nelson and Plosser 
(1982). Although, Frennberg and Hansson (1993) argue that stock price doesn’t follow 
random walk. However, Cooper’s (1982) study supports in favour of random walk and 
efficient market hypothesis (See Sharma and Kennedy 1977). Similarly, Panas (1990) 
observes stock market is efficient in its strong form. Chan, Gup and Pan (1992) observe 
that the stock prices in the Asian markets as well as USA are efficient at their weak forms. 
Similar evidences are observed by Dickinson and Muragu (1994) at Nairobi stock market. 
Barnes (1986) shows that there is a high degree of efficiency in Kuala Lumpur market. 
Correspondingly, Groenewold and Kang (1993) observe semi strong form of market 
efficiency in Australian market. On the other hand, evidence of inefficient market 
efficiency is observed in the Kuwait market (Butler and Malaikah, 1992), Nairobi market 
(see Barnes, 1986), Istanbul stock market (Zychowicz et. al., 1995) and the Sri Lanka stock 
market (Abeysekera, 2001). Gradojevic, Djakovic and Andjelic (2010) investigate the 
soundness of the RWH by employing Lo and MacKinlay’s (1988) VR test. Their study 
doesn’t support RWH. But, Gu’s (2004) study shows evidence of weak form of market 
efficiency in NASDAQ composite index. Dragotă et al. (2009) tries to examine the 
information efficiency of the Romanian capital market by considering two issues namely 
(i) can the capital market provides return to the normal mechanisms which make them work 
after a long silence and (ii) how long is it going to take the capital markets to return to the 
mechanism of the market economy? Thus, they consider daily data for those securities 
which are traded on Bursa stock exchange and applied various statistical tests like Cowles-
Jones test, runs test and multiple variance ratio test. The study reports that the daily and 
weekly returns don’t follow normality and there are evidences of information asymmetry 
in the Romanian capital markets. They also report that there is a very limited evidence of 
random walk based on runs test but this evidence is rejected by sequences and reversals 
ratio. Finally, they opine that Romanian capital market follows random walk and efficient 
in its weak form after long silence. Similarly, Ikram and Mehtab (2011) seek to examine 
the market efficiency of Indian equity market by considering daily closing time series data 
over a period from 2000 to 2010. Thus, they apply non parametric runs test and observe 
that the Indian equity markets don’t follow random walk and inefficient at their weak 
forms. It is assumed that asset prices incorporate all available information instantaneously 
and behave accordingly where there is no place of abnormal gains. Thus taking this notion 
in mind, Oprean (2012) tries to examine the market efficiency by considering the emerging 
capital markets over a long period of time. Therefore, the study considers various statistical 
and econometrical tools and techniques to examine the pricing behaviour under random 
walk framework. The study reports mixed results about random walk and market efficiency 
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in emerging capital markets. Similarly, in 2014, Yadirichukwu tries to examine the weak 
form of market efficiency in Nigerian stock market indices over a period from 1984 to 2012 
by considering monthly time series data. Their study reports evidence regarding presence 
of random walk with absence of market efficiency in Nigerian stock market when annual 
data is considered. The evidence is quite opposite when monthly data is considered with 
presence of market efficiency with absence of random walk. In 2015, Hodrea conducts a 
new study with a motto to examine the association between market efficiency and market 
liquidity of an emerging market like Romanian capital market. The author explains that 
liquidity of the market is closely associated with market efficiency based on the views of 
various studies. So, to establish the above relationship the study considers 13 companies 
which are traded in Bucharest stock exchange with daily intraday data and then the 
observations are arranged in a panel data framework. The study reports that there is a 
significant association between market efficiency and liquidity with presence of random 
walk. The study also claims that market liquidity plays a positive role to make the 
Romanian financial market efficient. Similarly, in 2015, Titan seeks to examine few 
previous studies which are conducted to examine efficient market hypothesis. It is accepted 
that market efficiency is a central problem in finance literature. He claims that various 
studies are conducted to realize the concept of efficient capital markets. There are many 
theoretical as well as empirical studies which focus on this problem. There are many 
arguments also. Some studies reject efficient market hypothesis and many studies accept 
this. There are few studies that support RWH and many of them reject it. In the same 
fashion, Kalsie et al. (2015) seeks to examine the weak form of market efficiency of NIFTY 
and six major sectoral indices over a period from 2001 to 2011 by considering daily data. 
They observe that NIFTY and its allied six sectoral indices are not efficient at their weak 
forms. In 2018, Gramatovici et al., tries to examine random walk hypothesis of two market 
indices of Bucharest stock market namely BET and BET plus by considering daily data 
with short time span. The study applies ARCH test, Naïve Bayes Classifier algorithm, K 
Nearest Neighbors algorithm, Monte Carlo simulation method, ARIMA modelling and 
support vector machine. The study reports that the markets follow random walk and 
efficient at their weak forms. Abkah et al., in 2018, tries to re-examine the weak form of 
market efficiency by considering 5 African stock markets particularly South Africa, 
Nigeria, Egypt, Ghana and Mauritius by taking into account weekly data over a period from 
2000 to 2013. The study uses Fourier unit root test and augmented regression model to 
examine the stated objective. They report that three stock markets follow random walk and 
efficient at their weak forms based on non-linear Fourier unit root test and also opine that 
stock market efficiency depends on methodological application. Similarly, in 2020, Dias et 
al., tries to examine the weak form of market efficiency of BEL20 CAC40, DAX30, Dow 
Jones, FTSE Athex 20, IBEX3, ISEQ, PSI20 and SSE indices which are considered from 
various countries during the Covid-19 pandemic. Here, the study applies panel unit root 
test, structural break test and variance ratio test to fulfil the stated objectives. The study 
reports a mixed result about EMH and almost all the indices don’t follow random walk and 
the prices don’t reflect the available information in stock prices. Again in 2020, Dias et al., 
seeks to establish weak form of market efficiency by considering various stock markets 
around the glove during the pandemic time by considering daily time series data. They 
observe that the market indices don’t follow random walk and the indices are inefficient at 
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their weak forms and the information doesn’t reflect in stock prices and there is a strong 
possibility to earn abnormal profit. In 2020, Cepai tries to examine the stock market 
reaction during Covid-19 news by taking into consideration the most effected nations 
particularly USA, UK, Germany, France, Spain and Italy over a period from 3rd February 
2020 to 17th April 2020. Therefore, the study considers six indices of those countries by 
considering daily time series data. Here, the study uses panel quantile regression framework 
which is recognised as more powerful tool for controlling extreme values throughout the 
asset distributions (Plooly, 2019). The study reports presence of asymmetric dependencies 
with various types of data related to Covid-19 of all the countries. In 2021, Evangelos tries 
to examine the efficient market hypothesis of US stock market particularly S&P 500 index 
by using daily time series data during the Covid-19 pandemic. The study reports that the 
US stock market doesn’t react randomly and the market is not informationally efficient 
during the study period of the Covid-19 pandemic. Pillai et al. in 2021 also tries to examine 
the nature of market efficiency of the Indian stock market particularly NIFTY 50 during 
the pandemic time. In this study they seek to examine the behaviour of NIFTY 50 after the 
announcement of Covid-19 as a public health emergency of international concern and the 
announcement of lock down in India. The study uses event study approach to determine 
the efficiency. The study reports that the market is inefficient during this pandemic period 
and there is a lot of opportunity to make abnormal profits. They also observe that various 
sectors are affected by the information circulating in the market. In 2021, Budiharto tries 
to examine stock market forecasting by proposing a data science model by considering 
Indonesian stock exchange. The data science model is based on statistics and performed on 
R language and long short term memory (LSTM). The study reports that during Covid-19 
pandemic, the composite stock price index is decreased by 28% and most affected 
industries are cigarette producers and banking sectors. The study also shows that EPOCH 
method is the best method for stock market prediction and its offers 94.59% accuracy based 
on data.  

Accordingly, random walk and market efficiency obtain serious attention to the 
researchers. As discussed above that lot of studies are conducted to test randomness and 
market efficiency of stock prices around the globe by using various tools and techniques 
but till now there also exist a plenty of conflicts. This study tries to examine the same issue 
during the time of Covid-19 global pandemic by considering high frequency intraday data 
and the number of observation is very high and it is assumed that this study surely adds 
value to the existing domain of knowledge. 

 

3. Data and study period 

The present study is based on the perspective of recent Covid-19 pandemic. Therefore, 
NIFTY 50 which is considered as the popular stock market index in India and well 
recognised in the world is considered because many researchers use this index for their 
studies around the globe. Here, intraday data is collected per minute. Finally, 93529 
observations are obtained per minute over a period from 1st April 2020 to 31st March 2021 
in 249 trading days during Covid-19 pandemic. It is well known that Indian market is 
opened for trading at 9.15 a.m. and ended at 3.30 p.m. every day in general. So, during this 
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time interval the data is collected per minute through a computer system in every trading 
day and crossed checked with the intraday technical chart of NSE every day. Here, the time 
series observation is very large not ever been used by the researchers in recent time and 
this study surely add value to the existing literature.  

 

4. Methodology 

Generally, logarithm time series is more realistic than normal time series because it 
provides various statistical characteristics that make the analysis simple. Generally, NIFTY 
50 contains large value and after log conversion it becomes small and easy to manage and 
therefore, stationarity features are appropriately visible which is impossible in normal time 
series. The NSE prices series are converted in logarithm form by using the following 
mathematical formula: 
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where:  
RNSE,t is the per minute logarithm return of NIFTY 50 at time t,  
NSEt is the current per minute index price and  
NSEt-1 denotes per minute index price of the previous respectively.   

The study begins with the following regression equation with drift parameter:  

LnRNSE,t = LnRNSE,t-1 + α + et  (2) 

where:  
LnRNSE,t denotes logarithmic return of the current minute and LnRBSE,t-1 is the logarithmic 
return of the immediately previous minute respectively,  
α indicates subjective drift parameter,  
et denotes regression error with usual assumptions E(et) = 0, E(etet-i) = 2

t for i = 0 and 

E(etet-i) = 0 for i ≠ 0. 

Commonly, the error term captures the differences of index price i.e. (LnRNSE,t – LnRNSE,t-1) 
which is unpredictable white noise.  

The following expression is applied to test random walk of NIFTY 50: 

Δ LnRNSE,t = (LnRNSE,t – lnRNSE,t-1) = α + et  (3) 

Random walk model supports that LnRNSE,t is I(1) (Δ LnRNSE,t ~ I(0)), α is different from 
0 insignificantly and et is independently identically distributed.  

A lot of statistical test is available to test random walk and market efficiency. The study 
considers both parametric and non-parametric techniques. Here, serial correlation test like 
Q statistic and Breusch-Godfrey LM test is applied under parametric approach and runs 
test is used for examining serial dependence of high frequency time series data under non-
parametric framework. Along with these, the study applies ADF and PP unit root tests to 
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explore randomness of the time series data. At last, variance ratio test is used for examining 
randomness under the assumptions of homoskedasticity and heteroskedasticity conditions. 

A. Parametric approach 

(i) Serial correlation test 

This test is applied to check the relation between the current logarithmic return and 
immediately the previous. It helps to measure whether the serial correlation (ρk) of the 
successive logarithm return is significantly diverse from 0 and if the association between 
the present and immediately previous periods is significantly positive then it may be said 
that the time series follows certain trends meaning that non-randomness. Here, equation 3 
is used to examine the serial correlation between the two periods (current and previous) by 
taking into consideration the high frequency time series data and Ljung and Box’s (1978) 
portmanteau Q-statistic is applied to test the significance of the autocorrelation (null: 
absence of autocorrelation) that can be shown below: 
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where: 
n denotes number of observation.  
m is the lag length and the test follows Chi square (χ2) distribution. 

The second parametric approach is applied to check the autocorrelation is Breusch-Godfrey 
LM test. The test is conducted by taking into account the disturbances of a regression 
equation. Here, the relationship between disturbances (et) and its lagged values at the same 
time period is tested and this test is extensively applied for testing autocorrelation of the 
lags up to nth order and this can be shown as below: 

tntntttt eeeee    ..........332211                 (5) 

where: 

n ≈ N(0, )2  

Here, the coefficients are the autocorrelation coefficients which are to be estimated. It is 
assumed that if the autocorrelation function dies out at a geometric rate and the partial 
autocorrelations become zero after one lag then application of first order autoregressive 
(AR) function is suitable. Otherwise, first-order moving average model is appropriate when 
autocorrelations become zero after one lag and the partial autocorrelations come down as 
a geometric rate.  

The autocorrelation of a series of H at lag M can be estimated as below: 
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h denotes sample average and the correlation coefficient for values of the series m periods 

apart. If 1 is non-zero that indicates that the series is serially correlated with order one if 

m dies out more or less geometrically with increasing m lag then the series follows a low 

order AR process. On the other hand, if 1 comes to 0 after a few lags then the series 
follows a low order MA process. Now, if the autocorrelation pattern is one which can be 
captured by an auto regressive function of order less that m then the partial auto correlation 
at lag m will be close to 0. Thus, the partial auto correlation at lag m can be recursively 
shown as under: 
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M = 1 for M > 1; where m  is the estimated auto correlation at lag m and 

jmj mmmjm   ,1,1, , which can be tested by using Q statistics for checking 

white noise as already shown in equation 5. 

B. Non-parametric approach 

(i) Runs test 

The runs test is a nonparametric statistical approach that allows identifying the 
independences of successive changes of logarithmic rate of return. It is a sequence of 
successive alteration of logarithmic rate of returns with positive or negative sign (+ or -) 
and a state of affairs when the change is zero. The return is categorized based on its position 
in respect of average return. The expected runs are the change in returns required if the data 
is generated by a random process. If the actual runs are close to expected number of runs 
then it is assumed that returns are generated by random process. The expected number of 
runs is distributed as normal with the subsequent mean as under: 
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The standard deviation can be written as below: 
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Where si is the number of runs of each category of i. The study uses Z statistic to conduct 
runs test that can be written as below: 

p

pN
z


5.0

 ~S(0,1)  (10) 

N denotes actual number of runs. If the actual number of rums higher (lower) than the 
expected runs then positive (negative) Z values can be obtained that means positive Z 
values associated with negative serial correlation and vice-versa. 

(ii) Unit root test 

Modelling of time series data for economic relationship encounters non-stationarity and 
thus OLS technique may produce spurious results and therefore, testing of non-stationarity 
is an important task before moving on. Here, the study applies Augmented Dickey-Fuller 
(1979, 1981) test and Phillips-Peron (1988) test to examine non-stationarity of high 
frequency time series logarithm data. Here, unit root test is used to examine the market 
efficiency because it demands randomness (non-stationary) in the stock prices. Thus, two 
regression equations are applied:  
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Here, equation 13 includes both an intercept and trend terms where, equation 12 includes 
only an intercept term. q is the number of lagged lengths which can be determined by using 
AIC and e is the white noise.  

(iii) Lo and MacKinlay Variance Ratio test 

Lo and MacKinlay’s (1988) variance ratio test statistic is obtained from the assumption of 
linear relations in observations interval regarding the variance of increments. If the 
logarithmic time series rate of return follows random walk then the qth differenced variable 
is q times higher than the first-differenced variable and if the logarithmic rate of return 
series is divided into equally spaced distance and characterised by random walk then the 
qth variance of (lnRNSE,t – lnRNSE,t-q) is equal to the variance of (lnRNSE,t – lnRNSE,t-1): 
Var(lnRNSE,t – lnRNSE,t-q) = qVar(lnRNSE,t – lnRNSE,t-1) 

Where, q is the positive integer and the variance ratio may be written as follows: 
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Here, H0 is VR(q) = 1 
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Lo and Mackinlay’s (1988) unbiased estimates of σ2(1) and σ2(q) for a sample size of nq + 
1 observations (R0, R1,..., Rnq) may be expressed as follows: 
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where:  

 )R-(R ofmean  sample ˆ 1-tt   

Mackinley (1988) talks about two test statistics which are Z(q) and Z*(q) under the null 
hypothesis of homoskedasticity and heteroskedastic increments random walk. If the null 
hypothesis is accepted then the associated test statistic follows asymptotic standard normal 
distribution. Under the null hypothesis of homoskedastic increments with a sample size of 
nq + 1 observations (R0, R1,…, Rnq), the standard normal test statistic Z(q) may be written 
as follows: 
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Whereas, the random walk test statistic of heteroskedastic increments Z*(q) may be 
expressed as follows: 

Z*(q) = 
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(iv) Multiple Variance Ratio (MVR) Test 

Chow and Denning develops the multiple variance ratio test in 1993 that captures auto-
correlation and heteroscedasticity in time series data. This corresponds to the test E(etet-i) 
= 0 and σ2(etet-i) is constant or et ~ i.i.d. Lo and Mackinlay’s (1988) procedure is designed 
to test individual variance ratio for a specific aggregation interval (q) whereas the condition 
of RWH is VR(q) = 1 for all q. But, multiple variance ratio (MVR) test helps to compare 
multiple variance ratio estimates with the unity. The condition of null hypothesis for  
a single variance ratio test is VR(q) = 1 and for multiple variance ratio test is Mr(q) =  
VR(q) – 1 = 0 and further the set of m variance ratio tests is {Mr(qi) / i = 1, 2,..., m}. Under 
RWH, multiple and alternative hypotheses are as under: 
H0i: Mr(qi) = 0    for i = 1, 2,..., m. 
H1i: Mr(qi) ≠ 0    for any i = 1, 2,..., m. 

The null of random walk is rejected when any one or more of H0i is rejected. The 
homoscedastic test statistic in Chow-Denning may be expressed as under: 

/)(1/ 1 iqZiMaxTCD                                                    (21) 

Chow-Denning test follows standardized maximum modulus (SMM(α, m, T)) distribution 
with m parameters with T degrees of freedom. Similarly, heteroscedastic robust statistic of 
Chow-Denning may be expressed as under: 
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The RWH is rejected if the value of standardized test statistic CD1/CD2 is greater than the 
SMM critical value at chosen level of significance. 

 

5. Result and analysis 

The descriptive statistics of high frequency per minute logarithmic return series of 
NIFTY 50 index is presented in Table 1. It is observed that NIFTY 50 index provides 
positive return to the investors during Covid-19 pandemic study period. However, the 
risk exposure of NIFTY 50 is slightly higher during pandemic time. The skewness is 
found to be negative that means data are skewed right (platykurtic) as compared to the 
left one and positive kurtosis denotes logarithmic return distribution of the index has flatter 
tails than a normal distribution. Furthermore, the computed JB statistic of the high 
frequency logarithmic return distribution of NIFTY 50 is very large and the probability of 
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obtaining such statistic under the normality assumption is approximately significantly zero 
that means rejection of null hypothesis (H0: Normally distributed) and opined that that the 
high frequency logarithmic return series of NIFTY 50 is not normally distributed.  

Table 1. Descriptive statistics 
Index OB Mean Max. Min. Standard 

Deviation 
Skew. Kurtosis J-B P-Value 

LnNSE 93038 0.000005 0.0410 -0.0375 0.0007 4.0451 544.5439 1140000000 0.000* 
*Significant at 5% level. 
Source: Authors’ own calculation. 

Table 2 presents the auto correlation and partial auto correlation functions of the high 
frequency logarithmic return series of NIFTY 50 along with Q statistic and B-G serial 
correlation LM statistic. It is observed that the Q statistics of high frequency logarithmic 
return series of NIFTY 50 is statistically significant that supports to reject the null 
hypothesis (H0: weak-form of market efficiency) and also implies significant association 
between current period and its immediately preceding period which confirms about 
presence of serial dependence in NIFTY 50 returns during Covid-19 period which also 
claims about absence of weak form of market efficiency. 

 In the same light it is observed that the probability value of the χ2 statistic (=Obs*R2) is 
0.000 which is statistically significant and thus reject the null hypothesis and also confirms 
about presence of serial correlation. Therefore, it may be opined that the NIFTY 50 index 
with high frequency time series data doesn’t support random walk behaviour. 

Table 2. Test of Serial Independence 
Index Lags AC PAC Q 

Statistic 
Prob. B-G Serial Correlation  

LM Test 
F-stat. Prob. Obs*R2 Prob. 

 
 
 
 
LnNSE 

1 -0.022 -0.022 44.716 0.000* 37.6041 0.0000* 75.1507 0.0000* 
2 -0.022 -0.022 88.485 0.000*   
3 -0.007 -0.008 93.279 0.000* 
4 -0.002 -0.003 93.808 0.000* 
5 0.011 -0.010 104.57 0.000* 
6 0.016 0.016 127.16 0.000* 
7 -0.012 -0.011 140.53 0.000* 
8 -0.005 -0.004 142.48 0.000* 
9 -0.012 -0.012 154.96 0.000* 
10 -0.000 -0.001 154.97 0.000* 

*Significant at 5% level. 
Source: Authors’ own calculation. 

Runs test is a non-parametric statistical test which is conducted to check the independency 
of consecutive price changes of a time series or in other words a test of randomness for the 
sequence of returns. It is opined that time series is not normally distributed and thus there 
is a possibility of structural breaks (outliers) in the time series returns which may influence 
the test results. So, keeping in mind such issues, the runs test is conducted by using mean 
and median as a base. However, considering median can provide better result in the 
presence of structural break in the series. The outcome of runs test is presented in table 3 
and 4. It is found that the computed z statistic is negative and insignificant which is also 
lower than the critical value at 5% significance level (1.96) in absolute term in both the 
cases and thus the null hypothesis is accepted. Hence, it may be opined that the stock price 
movement with high frequency data in the pandemic period is random in nature and the 



Whether high frequency intraday data behave randomly: Evidence from NIFTY 50 77 
 

 

past movement is affected by the previous movement. Therefore, it may be said that the 
NIFTY 50 index during the sample pandemic period with high frequency data follows 
random walk and the index is efficient in its weak form. 

Table 3. Runs test (Mean as base) 
Var. Test Value Case<test value Case>=test value Total Cases Number of runs z-statistic p-value 
LnNSE 0.00000578 46900 46138 93038 46430 -0.570 0.569 

Source: Authors’ own calculation. 

Table 4. Runs test (Median as base) 
Var. Test Value Case<test value Case>=test value Total Cases Number of runs z-statistic p-value 
LnNSE 0.00000 46513 46525 93038 46402 -0.774 0.439 

Source: Authors’ own calculation. 

Unit root testing is one of the important tests for examining market efficiency. Table 5 
presents the result of unit root test. It is found that the test statistic based on two measures 
is negative and statistically significant at level form that means rejection of null 
hypothesis. Thus, it may be claimed that logarithmic return of the high frequency time 
series of NIFTY 50 is stationary and against random walk behaviour during the pandemic 
time and therefore it may be opined that NIFTY 50 is inefficient at its weak form. 

Table 5. Unit Root Tests  
Index ADF Test PP Test 

Level Level 
t-stat. Prob. t-stat. Prob. 

lnNSE -223.0731 0.0001* -312.0410 0.0001* 
*Significant at 5% level. 
Source: Authors’ own calculation. 

The absolute value of z(q) and z*(q) statistics is examined (homoskedastic and 
heteroskedastic increments random walk) based on the outcome of MacKinlay’s variance 
ratio test. It is observed from the table (Table 6) that the absolute values of homoskedactic-
consistent statistics [z(q)] as well as heteroskedasticity-consistent statistics [z*(q)] under 
the various sampling intervals [z(2), z(4), z(8) and z(16)] are higher than the critical value 
(2.49) at 5% level of significance in high frequency logarithmic return series of NIFTY 50 
that confirms about rejection of null hypothesis of random walk and thus, it may be opined 
that NIFTY 50 index is inefficient at its weak forms. 

Similarly, the maximum homoskedastic and heteroskedastic robust test statistics proposed 
by Chow and Denning are also reported in the same table. It is observed that Chow-Denning 
MVR test statistics are higher than the critical value (2.49) at 5% level of significance 
that indicates rejection of null hypothesis of random walk and thus it may be opined that 
NIFTY 50 index is inefficient at its weak form during the pandemic period. 

Table 6. Variance Ratio Test 
Index Lo-Mackinlay VR Test Prob. Chow-Denning MVR Test 

q VR(q) Z(q) Z*(q) Homoskedastic 
Statistic 

Heteroskedastic 
Statistic 

 
 
lnNSE 

2 0.499824 -152.5634 -11.76347 0.0000 152.5634 
(0.0000) 

11.76347 
(0.0000) 4 0.245196 -123.0632 -11.72670 0.0000 

8 0.122868 -90.44590 -11.54911 0.0000 
16 0.060686 -65.09049 -11.34220 0.0000 

*Significant at 5% level. 
Source: Authors’ own calculation. 



78 Dr. Subrata Roy 
 
6. Conclusion and recommendation 

The present study tries to examine the RWH and market efficiency of the high frequency 
intraday time series logarithmic return data of the well-known stock market index NIFTY 
50 in India during the period of Covid-19 pandemic. The logarithmic return series of 
NIFTY 50 is not normally distributed and return series doesn’t support random walk theory 
and thus inefficient in its weak form during the pandemic period based on parametric as 
well as non-parametric test approaches. However, the return series of NIFTY 50 index 
supports random walk behaviour during this pandemic period and the market is also 
efficient in its weak form based on runs test. Finally, it may be recommended that this study 
is helpful to the financial planners, policy makers and the investors who can get advantage 
from the evidences when they plan for stock market trading and market forecasting during 
pandemic period. The researchers may also conduct further study by taking into 
consideration of others financial markets those are affected a lot during this pandemic 
period by considering high frequency time series data. 
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Abstract. This paper proposes to analyze the poverty rate in the eight development regions of 
Romania (NUTS 2), in the period 2010-2019. To provide the most complex analysis possible, I 
examined the determinants of the poverty rate, and I concluded that the gross domestic product per 
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rates lead to poverty increases. However, at regional level, in general, the poverty rate decreased 
in 2019 compared to the 2010 levels. 

 
Keywords: poverty, regions, NUTS 2, GDP, ITC sector.  
 
JEL Classification: I32, R11, O11.  
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 

Theoretical and Applied Economics
Volume XXIX (2022), No. 2(631), Summer, pp. 81-88



82 Maria-Daniela Tudorache 
 
1. Introduction 

Poverty is defined as a social state in which an individual finds himself when the earned 
income could not ensure a decent standard of living or the minimum subsistence needs. 
The subsistence needs include covering the expenses necessary for a regular diet, clothing 
needs, heating, but also other necessities necessary for living. At the same time, poverty is 
directly related to the level of development of a country, because given that the more 
developed a state is, the lower is the level of poverty (Dinu, 2021). 

Fighting against poverty is a global concern, and poverty reduction leads to a smart, 
sustainable and inclusive growth. Measures to eradicate the poverty include alleviating 
social inequalities, which can be achieved through an efficient education system adapted 
to current economic needs, qualification in the labour market, equal opportunities in the 
labour market, a fair wage system and taxation for work, respectively social protection and 
inclusion. 

In 2019, Romania ranked second in the European Union in terms of poverty rate (Bulgaria 
registered the highest level of poverty). At the same time, Romania has three of the poorest 
regions in the European Union, namely North-East, South-East and South-West Oltenia. 
Although several measures have been taken in recent years to reduce poverty, these have 
not been sufficient.  

The reason why I chose this topic consists in the intensification on the discussions on 
poverty related issues at the level of European Union and Romania, but also in the 
importance of finding solutions to generate social inclusion and convergence at Member 
States and regional level. The main objective of this paper is to analyse the factors that 
increase the level of poverty in some regions of Romania. This object can be reached by 
achieving specific objectives, respectively: identifying the impact of the determinants of 
the poverty rate, respectively validating the feasibility of the model.  

 

2. Literature review 

The poverty rate is calculated by the share of people who have a disposable income less 
than 60% of the median equivalent disposable income at the national level, in the total 
population (National Institute of Statistics), this being also one of the methodological 
approaches preferred by Eurostat, although there are other poverty lines taken into account. 
The United Nations states that poverty means more than a lack of income, it also referring 
to the socio-economic dimension, social protection measures, decent work and 
opportunities. In addition, the World Bank stated that the determinants of the poverty rate 
include regional characteristics, the specificities of communities and the individual 
characteristics of people.  

Poverty concept has been analysed by many authors. Among them is Smith (2010), which 
stated that poverty is a multidimensional phenomenon, that can be influenced by social and 
economic factors, but also by age, sex and culture. Moreover, Atkinson (2013) argued that 
poverty is caused by national policies adopted by public institutions.  
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The relationship between GDP per capita and poverty rate was analysed by Cerra et al. 
(2021), which confirmed an inverse relationship between these variables. In addition, the 
authors emphasised that it is important to examine the sources of growth that underlie 
poverty reduction. Adams (2003) stated that the growth of GDP per capita leads to a 
reduction of the poverty rate. In addition, Muloc et al. (2012) showed that economic growth 
is necessary but not sufficient to reduce poverty in a region. On the other hand, Anser et al. 
(2020) showed that there is a "U"-shaped relationship between poverty rate and GDP per 
capita.  

Another analysed relationship is that between poverty rate and technology. In this case, Liu 
(2021) indicated that the widespread use of technology has a significant impact on 
economic growth and human well-being. In addition, Deaton (2017) showed that investing 
in technology helps to eradicate poverty. On the other hand, Jaumotte et al. (2008) have 
shown that increasing inequality and poverty is a consequence of technological progress. 
Also, Mirsa et al. (2019) stated that technology can lead to increasing social inequalities, 
including increasing poverty. 

Regarding the relationship between the poverty rate and the unemployment rate, Šileika 
and Bekerytė (2012) found that there is a direct link between these variables. In addition, 
the authors pointed out that poor countries do not always have a high unemployment rate. 
On the other hand, Nasar (2014) stated that a high unemployment rate generates poverty, 
while Duiella and Turrini (2014) and Caminada et al. (2011) showed that the poverty rate 
has a negative impact on the unemployment rate and on GDP per capita. 
 

3. Methodology 

In this section I have described the methods used to estimate the impact of poverty on GDP 
per capita and the gross value added of the ICT sector. The analysis is performed at the 
level of the eight development regions of Romania (NUTS2), namely: North-East, South-
East, South-Muntenia, South-West Oltenia, West, North-West, Centre and Bucharest-Ilfov.   

Therefore, to calculate the impact poverty selected determinants, I used panel data, with 
quarterly frequency, using the time period 2010-2019 (72 observations in total). The reason 
why I used this period is to capture the post-economic crisis period. Statistical data for the 
eight regions of Romania were extracted from the Eurostat database. 

In this analysis I used the method Estimated Generalized Least Squares (EGLS), with fixed 
effects, this being weighted with the Cross-section SUR option (since the number of cross-
sections is less than the number of observations per cross-section) to eliminate ex-ante 
issues related to heteroskedasticity and correlation. The adjustment of the model with the 
fixed effects method was based on the result obtained after using the Redundant Fixed 
Effects – Likelihood Ratio test, this being a technique used to address heterogeneity issues 
in panel series.   

In order to process the statistical data, I have applied the EGLS method on the following 
equation: 

𝑝𝑜𝑣𝑒𝑟𝑡𝑦  ∝ 𝛽  𝑝𝑜𝑣𝑒𝑟𝑡𝑦 𝛽 𝑔𝑑𝑝_𝑐𝑎𝑝𝑖𝑡𝑎 𝛽  𝑔𝑣𝑎_𝑖𝑡𝑐
𝛽  𝑢𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡  𝜀 ,                                (1)                                     
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where 𝑝𝑜𝑣𝑒𝑟𝑡𝑦 represents the rate of people at risk of poverty, 𝑝𝑜𝑣𝑒𝑟𝑡𝑦  shows the rate 
of people at risk of poverty lagged by one year, 𝑔𝑑𝑝_𝑐𝑎𝑝𝑖𝑡𝑎 is represented by the 
percentage change of the gross domestic product per capita, 𝑔𝑣𝑎_𝑖𝑡𝑐  represents the 
percentage change of the gross value added of the ICT sector, and  𝑢𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡  
shows the unemployment rate lagged by one year. 

Finally, I tested the maximum likelihood of the estimators by examining the following 
hypotheses: 
 The significance of the parameters. 
 Statistical validity of the model – Fisher test. 
 Absence of multicollinearity – variance inflation factors. 
 Absence of heteroskedasticity – Breusch-Pagan-Godfrey test. 
 Absence of serial autocorrelation – Breusch-Pagan test. 
 Absence of cross-section dependence – Breusch Pagan LM, Pesaran scaled LM, Pesaran 

CD and Bias-corrected scaled LM tests. 
 Normal distribution of the residuals – Jarque-Bera test. 

 

4. Results and interpretations 

In this paper, as mentioned above, I analysed the impact of poverty rate determinants, in 
the period 2010-2019. In this case, according to Figure 1, all estimators are statistically 
significant at 5%. In addition, the validity of the model is confirmed by the null probability 
of the F-statistical test. Moreover, the value of R-squared (98.67%) supports that the 
regressors have been properly selected. 

Figure 1. Estimation results 

 
Source: Own calculations in Eviews 10.0 using Eurostat data.  
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Next, I have presented the impact of the selected poverty rate determinants. According to 
the results obtained, the increase by one percentage point of the rate of persons at risk of 
poverty lagged by one year, leads to the increase of the poverty rate by 0.341 percentage 
points, in the current year. Poverty is a challenge that the population faces in the short, 
medium and long term, and the process of overcoming it – is very difficult. In this case, 
individuals who fall into the category of people at risk of poverty will not be able to leave 
this category without earning higher incomes, and these high wages can be obtained mainly 
through better paid jobs. Also, people cannot get better paid job if they do not have a higher 
qualification. In addition, people may not be able to afford high qualifications due to their 
financial situation.  

On the other hand, when the percentage change of the GDP per capita increases by one 
percentage point, the poverty rate decreases by 0.026 percentage points. GDP growth can 
be achieved in two ways: by increasing demand or increasing supply, both channels leading 
to better living conditions for the population, better health system, a better education 
system, and a social system that can help individuals to escape from the circle of poverty. 
In Romania, three out of eight regions have a high GDP per capita (Bucharest-Ilfov, West 
and Centre), the remaining regions facing major social problems, including a high level of 
poverty rate. In order to help the development of all regions, investments in infrastructure 
and human capital are needed, which promote social prosperity. 

Table 1. Tests performed 
Test Test results (prob.) Hypothesis accepted 
Compatibility with fixed effects model 
Redundant Fixed Effects Test 0.000 (p<.05) Fixed effects model is better than the random 

effects model 
Autocorrelation test (Breusch-Pagan) 
R-squared (dependent variable: resid01) 0.020 There is no serial correlation between residuals 
Observations (n) 72 
n*R-squared 1.440 
Degrees of freedom  1 
Prob. Breusch-Pagan 0.230 
Heteroskedasticity test (Breusch-Pagan-Godfrey) 
R-squared (dependent variable: resid01^2) 0.135 Homoskedasticity 
Observations (n) 72 
n*R-squared 9.735 
Degrees of freedom 4 
Prob. Breusch-Pagan-Godfrey 0.045 
Cross-section dependence (CD) test 
Breusch-Pagan LM 1.000 (p>.05) No CD  
Pesaran scaled LM 0. 000 (p<.05) CD 
Bias-corrected scaled LM 0. 000 (p<.05) CD 
Pesaran CD 0.7721 (p>.05) No CD 
Normality test 
Prob. Jarque-Bera 0.278 (p>.05) Normal distribution 

Source: Own calculations using Eurostat database. 

Further, I have found that the increase by one percentage point of the percentage change of 
the gross value added of ICT sector leads to a decrease in the poverty rate by 0.016 
percentage points. Technology offers people the opportunity to have faster and easier 
access to information, which can generate opportunities at the individual level – especially 
related to jobs, qualifications and training programs, regardless of financial situation and 
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background. Therefore, technology can make a positive contribution to access to education, 
but on the other hand, it can limit access to the labour market as a result of the introduction 
of automation. Automation has begun to expand into many sectors, including in those 
where the minimum qualification is the secondary education cycle, which can lead to an 
increase in poverty if these people do not reorient themselves to other jobs on the labour 
market. 

Regarding the effect of the unemployment rate lagged by one year, its increase by one 
percentage point lead to a hike in poverty rate of 0.165 percentage points. In this respect, a 
person falling into unemployment will suffer a significant reduction in income, and will be 
more likely to fall into the category of vulnerable people if fails to enter the labour market 
in a short period of time. 

To verify the homoskedasticity of the model, I calculated the probability of the Breusch-
Pagan-Godfrey test (Table 1). The value of the test confirmed that the model is 
homoskedastic. In addition, I used the Breusch-Pagan test to check the autocorrelation of 
the residuals, and the value obtained (0.230) confirmed the hypothesis of no serial 
correlation. The normality of the residuals has been verified using the Jarque-Bera test, 
which showed that the errors are normally distributed (the probability of the test was 0.278). 

Figure 2. Multicollinearity 

 
Source: Own calculations in Eviews 10.0 using Eurostat data. 

Figure 3. Standardized residuals 

 
Source: Own calculations in Eviews 10.0 using Eurostat data.  
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As regards the cross-section dependence, I have confirmed its absence given that two of 
the four tests performed (Pesaran scaled LM and Bias-corrected scaled LM) supported this 
hypothesis. Multicollinearity has been verified using the Variance Inflation Factors test 
(Figure 2), which indicated that there is no multicollinearity at the level of the model. Next, 
according to Figure 3, it is observed that the residuals have a constant variation, their 
average being null, which is in line with the condition that a reliable model must meet.  

 

5. Conclusions 

This analysis showed that the poverty rate is influenced directly by the unemployment rate 
in the Romanian regions. The poverty rate is among the social indicators in which the 
Romanian regions are disadvantaged compared to other regions in the European Union, 
given the fact that in most regions about a quarter of the population falls into the category 
of people at risk of poverty. Unemployment rate is due to the lack of infrastructure, because 
the companies are not willing to open points in areas that do not have easy access to the 
distribution market, but in Romania, unemployment rate is, in some extent, undervalued.  

On the other hand, GDP per capita and gross value added generated by the ICT sector lead 
to poverty reductions. However, the ICT sector is not developed at the level of all regions 
and there are not many people in the labour market in this sector (excepting Bucharest-
Ilfov and Nord-Vest regions for which are reported a high value added by the ICT sector). 
In Romania there are several cities that are considered by investors as attractions in terms 
of labour, given the fact that many regions do not have skilled workers in this sector. In 
addition, the problem of attracting investors limits the regional GDP growth. In conclusion, 
policy makers need to make further steps forward to encourage companies to invest in 
disadvantaged areas, to create prosperity, and to support the efforts to reduce poverty and 
social inequality.  
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Abstract. This article discusses the documentary evidence on the Efficient Market Hypothesis 
(EMH) generated in the middle of 20th century and 21st century so far to have a crystal clear 
understanding of whether the destiny of EMH has met an end or it will continue to play a crucial 
role in the modern finance. The debate that is ongoing between the conflicting ideologies of EMH 
and the behavioral finance is presented here. Further, to have a comprehensive understanding of 
the concept, this article empirically tests the validity of the weak-form of market efficiency by 
implementing various tests such as unit root test (Augmented Dickey-Fuller, Phillips-Perron test), 
variance ratio test, runs test, serial correlation LM test, GARCH model, etc. We study the data of 
eleven indices pertaining to nine developed and emerging nations of the world. The study then 
concludes with a futuristic view that the concept of EMH will continue to be one of the most and 
widely accepted theories by academicians despite the availability of a pile of literature that discards 
or goes against the hypothesis, until and unless the behavioral theorists come up with a concrete 
theory guiding stock pricing and return behavior. 

 
Keywords: efficient market hypothesis, random walk, behavioral finance, market anomalies, stock 
market.  
 
JEL Classification: G14, G15, G40.  
 
 
 
 
 
 

Theoretical and Applied Economics
Volume XXIX (2022), No. 2(631), Summer, pp. 89-106



90 Laurel Pasricha, Neelam Dhanda 
 
1. Introduction  

The capital market is one of the pillars on which the edifice of the economy stands. It 
provides funds for the smooth sailing of the economy. Thus, it is of utmost importance that 
stock markets be efficient in their operations and information processing. The capability of 
a capital market to absorb information has attracted the attention of academicians, scholars, 
traders, and regulatory bodies. However, there are two contrasting views. One view states 
that the market fully absorbs the information with immediate effect, whereas the other 
states quite the opposite suggesting only limited information efficiency. Informational 
efficiency of the stock market is of prime concern in this article. The notion of stock market 
efficiency states that the prices of the stock quickly and fully absorb any new information 
that comes into the market. It helps in understanding whether the stock market is capable 
enough to process the newly arrived information systematically as far as movements of 
stock prices are concerned. The Efficient Market Hypothesis (EMH) claims that the prices 
of the stocks absorb all the pieces of information quickly, thus, making it impossible for 
the investors to earn more than normal returns from the market consistently. EMH is 
understood in three forms: weak, semi-strong and strong forms that differ from each other 
based on the information they process. Each subsequent form engulfs within it the set of 
information of the previous form. Weak form efficiency states that historical data can’t help 
in predicting the future course of prices as historical or past information has already been 
accounted for in the stock prices. Similarly, semi-strong and strong forms suggest that 
publicly available information and private information respectively can’t be used to beat 
the market consistently. As a result, neither there is any undervalued security in the stock 
market nor is overvalued. The market, therefore, will always trade at fair prices, which 
behaves randomly.  

Discussion on another branch of economics namely behavioral economics had taken 
momentum in early 1980s. Behavioral finance, a sub-branch of behavioral economics 
discards the rationality of the investors (one of the basic assumption of EMH) as investors 
do get swayed by psychological and emotional biases while taking investment decision. 
There are patterns in the stock returns that can be identified and be used to predict future 
returns. Parallel literature on market anomalies was also being produced. Market anomalies 
are the distortions that go against the accepted paradigm of EMH. These are the patterns 
that help investors earn above average returns which should not be the case as per theory 
of market efficiency. Faith in the theory of market efficiency has been shaken with the 
advent of market anomalies such as size effect, contrarian/reversal effect, day of the week 
effect, January effect, and momentum effect etc. While on one hand, literature on these 
anomalies started appearing and rigorous discussions were being made among 
academicians and practitioners regarding behavioral finance and on the other hand, 
parallelly, the theory of EMH was being subjected to several statistical tests.  

EMH is indeed a widely discussed concept in the financial literature and has often been 
subjected to several empirical investigations by scholars and academicians worldwide. If a 
stock market possesses information efficiency, it implies that the return behavior of the 
stocks of that market manifest attributes of a random walk. Thus, one can infer that the 
markets where returns don’t follow random walk cannot be considered weak-form 



The past, the present and the prospective future of efficient market hypothesis 91 
 

 

efficient. The objective of the article is to put forth the literature concerning the empirical 
and theoretical investigation of the weak form of EMH. The study then puts the hypothesis 
to the empirical analysis taking the stock market data of nine developed and emerging 
economies from 2005-2018. The article seeks out the answer of several questions such as: 
 How the concept of EMH has evolved in the last few decades. 
 What kind of supportive and challenging evidence has the literature provided to us? 
 What does empirical investigation tells about the theory of market efficiency? 
 Can EMH be entirely replaced by a new behavioristic finance theory, or will this new 

theory only be used to support EMH. What would be the future of EMH given 
continuously evolving literature on behavioral finance?  

The organization of this article is as follows: Section 2 deals with the literature surveyed 
chronologically pertaining to different periods (20th and 21st century) to understand the 
evolvement of the concept of market efficiency. Section 3 discusses about the data taken 
and the methodology that has been applied in the article. Section 4 deals with the empirical 
investigation of the weak form efficiency of nine selected markets. Section 5 discusses how 
behavioral finance has challenged the existence of EMH. Section 6 finally concludes with 
a futuristic view of EMH.  

 

2. Literature review 

2.1. Understanding the soul of EMH through earlier studies (20th Century) 

Bachelier (1900) speculated that stock prices move in “Brownian motion”, which is nothing 
but random erratic movements that imply that stock prices can’t be forecasted and are 
largely unpredictable. Kendall and Hill (1953) also specified that stock and commodity 
prices do follow a random walk. Fama (1965) asserted that there are mainly two approaches 
for studying if successive price changes are independent or not. The first approach uses 
essential statistical techniques such as coefficients of correlation or analysis of runs of same 
and opposite signs. In contrast, the second approach tests different trading rules and 
observes if they provide a return over and above a simple buy-hold strategy. Most of the 
empirical researches have heavily relied on the first approach. Fama (1965) stated that 
technical analysts are just like an astrologer and have no significant role in the analysis of 
the stock market. It also said that unless the fundamentalists have some new insights or 
new information, they also serve no purpose as stocks are already priced at their fair or 
intrinsic values. Until this time, there was no significant evidence against the three forms 
of market efficiency. Gradually, EMH was put to the test in stock market of several 
emerging, underdeveloped, and developed nations. Solnik (1973) tested the random walk 
model in European nations, where slight deviations from the random walk were observed. 
Sharma and Kennedy (1977) compared the theory of random walk in the markets USA, 
UK, and India, which were observed to be following the random walk. Ambrosio (1980) 
on the other hand, rejected the random walk hypothesis in the Singapore stock market. Lo 
and MacKinlay (1988) devised the new variance ratio test in order to test the weak level 
market efficiency. The study rejected the hypothesis as significant departures from a 
random walk were observed in the returns. Urrutia (1995) found the inefficiency in the four 
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emerging nations of Latin America, whereas on opposite Ojah and Karemera (1999) 
discovered the efficiency in emerging nations of Latin America. Inefficiencies were found 
by Poshakwale (1996), Loughani and Chappell (1997), and Mookerjee and Yu (1999) in 
the Indian, London, and Chinese stock markets, respectively. Chan et al. (1997) tested 
weak-form market efficiency in eighteen nations and found them efficient. Thus, the 
evidences which strongly favored EMH by the 1960s-1970s were gradually getting weaker. 

Emerging of parallel literature on behavioral finance was also casting serious doubts on the 
future of EMH. Some evidences inconsistent with the well-established hypothesis of 
market efficiency started appearing in the literature, though these pieces of evidences were 
not being viewed together as they were vastly scattered and incoherent. These anomalous 
pieces of evidence in the form of momentum and contrarian effect, day of the week effect, 
small-firm effect, turn of the year effect, price-earnings ratio anomaly started emerging by 
the 1980s and 1990s. Results contrary to EMH were being discussed by various 
researchers, which raised a question as to how long the EMH will continue if it remained 
unrevised in light of new evidence being drawn. Cross (1973) analyzed the behavior of 
stock prices on Mondays and Fridays and observed that prices had shown rise more often 
on Fridays and least often on Mondays. Jensen (1978) pointed towards the inadequacies 
observed in asset pricing literature by several noted academicians and stated that one could 
not simply ignore this anomalous evidence. French (1980) examined behavior of stock 
returns on different week days to study weekend effect and observed that returns on 
Mondays were significantly negative while returns were observed to be positive on other 
days. Bondt and Thaler (1985) observed that the losers outperformed winners by 19.6 % 
after 36 months/3 years of portfolio formation, while the winners were earning 5% less 
than the market. Jegadeesh and Titman (1993) reported that buying winner stocks (stocks 
that performed well in past) and selling loser stocks (stocks that performed poor) would 
generate significantly positive returns in 3-12 months as markets display continuation 
pattern for at least 3-12 months. These anomalous evidences showed that markets provide 
more than normal return which goes against EMH. Several academicians put forth several 
other such pieces of evidence challenging the efficient market hypothesis. 

2.2. Summary findings of literature on efficient market hypothesis in last 20 years  
(21st century) 

In the past two decades, the hypothesis of market efficiency has been put on several tests 
in different stock markets to know if it is still valid in those markets or not. Cheung and 
Coutts (2001) confirmed the existence of weak form market efficiency hypothesis in the 
Hong Kong stock market as stock returns followed random walk model. Smith et al. (2002) 
investigated the random walk hypothesis in eight African nations, including South Africa. 
They found that seven markets reject random walk as these markets showed autocorrelation 
in stock returns, with the only exception of South Africa. Similarly, Abraham et al. (2002) 
and Buguk and Brorsen (2003) found mixed results for stock markets of gulf nations and 
Istanbul, respectively. Smith and Ryo (2003) tested weak form efficiency in five emerging 
countries of Europe and observed that four of the five markets rejected the random walk 
hypothesis. The study found liquidity to be an essential factor affecting market efficiency. 
Moustafa (2004) showed efficiency in the stock market of UAE, although their market was 
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newly developed at that time. Lima and Tabak (2004) found efficiency in the Hong Kong 
stock market and inefficiency in the Singapore market, while mixed evidence was reported 
for the market of China and asserted that market efficiency is largely affected by liquidity 
and market capitalization. Mollah (2007) and Balsara et al. (2007) found evidence of 
market inefficiency in Botswana and the Chinese stock market, respectively implying 
predictability of the stock prices. Awad and Daraghma (2009) reported market inefficiency 
in the Palestinian stock market, indicating that probability of earning excess returns exist 
in this market. Mishra (2009) found the Indian market to be having inefficiencies. Mehla 
and Goel (2012) analyzed the market efficiency of India. They found the presence of 
inefficiency implying predictability of returns and probability of earning more than what 
the market offers on average. Mobarek and Fiorante (2014) did sub-period analysis of 
weak-form efficiency of BRIC nations. They found inefficiencies in the earlier sub-period, 
while the markets were observed to approach the state of market efficiency in the later sub-
period. Shiller and Radikoko (2014) found inefficiency in the Canadian stock market, and 
Hawaldar et al. (2017) presented mixed results relating to market efficiency in the Bahrain 
stock market. Lekovic (2018) reported that even after decades of continuous research, the 
literature is still not able to reach to a consensus about the validity of the efficient market 
hypothesis and the presence or absence of market anomalies. Awiagah and Choi (2018) 
reported inefficiency in the Ghana stock exchange, which was observed to be insensitive 
to return frequency. Kiran (2019) also rejected the random walk hypothesis in BRICS 
nations due to dependencies being found in the stock returns. Agwu et al. (2020) found 
inefficiency in the Nigerian stock exchange as prices were found to have a significant 
relationship with their lag values, which violates the basic assumption of the efficient 
market hypothesis.  

It is clear from the above discussion that the literature has not reached a consensus as there 
are both supporting as well as conflicting evidence regarding the validity of the efficient 
market hypothesis. These contradictory observations reported in the literature, for one 
market or even for different markets, could probably arise due to various factors such as 
the techniques used, considered time window, or the data frequency. It is also argued that 
the inefficiencies are mostly reported in developing markets whereas developed markets 
display efficient behavior. To gain a clearer view of these conflicting observations, the 
present study analyses nine developed and developing nations for the period 2005-2018 for 
all the countries using unit root testing, run test, serial correlation test, variance ratio test, 
and GARCH model. The experiments allow us to arrive at precise results and drive us to 
understand the hypothesis better.  

 

3. Data description and methodology  

The details of the indices and methodology being used in the article for empirically 
investigating the weak form of market efficiency have been explained in this section.  

3.1. Sample data description 

The article considers eleven global indices of nine countries for the empirical analysis. 
These indices were selected to include developing as well as developed nations. SP Global 
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100 has also been used in the study to capture the efficiency of the world stock market as 
this index is a barometer of the performance of 100 global companies selected from 29 
stock markets. The selection of indices allows to investigate the efficacy and robustness of 
the methodology used extensively. Table 1 provides the list of the indices used for the 
purpose of analysis. We collected the data of daily closing prices from the Thomson 
Reuters EIKON data stream for the period January 2005 to November 2018 (3623 
observations). The software used for the analysis includes E-Views, MS-Excel, and R. 

 Table 1. List of sample countries and their respective indices 
No.  Country Index used 
1 Brazil Bovespa 
2 India Nifty, Sensex 
3 Germany DAX 30 
4 United States of America Dow Jones  
5 United Kingdom FTSE 100 
6 Greece Athex 
7 Hong Kong Hang Seng 
8 China Shenzhen 
9 Japan Topix 
10 World SP Global 100 

The article follows the convention of working with log returns in financial literature. The 
daily log returns have been calculated as follows: 

𝑅  ln    , 𝑡  1, 2, 3, …, T 

where: 
St and St-1 represent the closing prices of the stock on t-th and (t-1)-th day respectively.  

3.2. Methodology and techniques used 

The tests undertaken in the study for purpose of empirical investigation are as follows- 
a) Unit Root Test – Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) Test have 

been used to test the stationarity in the data as non-stationarity in the data implies 
random walk. 

b) Runs Test helps in detecting statistical dependencies in the time series data. When 
expected number of runs varies significantly from the observed number of runs, null 
hypothesis (no randomness) gets rejected. 

c) Lo and MacKinlay’s Heteroskedasticity – robust standard error estimates have been 
used to calculate variance ratio. Variance ratio of q-period difference (returns) should 
be q times the variance of one period difference for the series to be called a random 
walk as according to random walk theory, VR (q) must approach unity. 

d) Breusch-Godfrey serial correlation LM Test has been applied in order to test the data 
for the presence of serial correlation. The presence of it implies violation of weak form 
efficiency hypothesis. Autocorrelation and Partial autocorrelation have also been 
calculated to see if returns have lagged relationship with itself.  

e) GARCH (1, 1) model has also been applied to test weak form of market efficiency. The 
model would capture the presence of volatility clustering in stock returns that implies 
market inefficiency. 
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4. Data analysis and empirical results 

4.1. Descriptive statistics 

Table 2 summarises the descriptive statistics of daily return of the indices studied.  

Table 2. Descriptive statistics 
Index Mean Maximum Minimum Standard 

Deviation 
Skewness Kurtosis Jarque-

Bera  
JB  
p-value 

Athex  -0.00018 0.0583 -0.0769 0.0083 -0.3764 9.8284 7124.3 0.00* 
Bovespa 0.00033 0.1367 -0.1209 0.0167 -0.0490 8.9010 5258.2 0.00* 
DAX 30 0.00026 0.1079 -0.0743 0.0131 -0.0364 9.7075 6792.6 0.00* 
Dow Jones 0.00022 0.1050 -0.0820 0.0107 -0.1608 14.81704 21095.8 0.00* 
FTSE 100 0.00010 0.0938 -0.0926 0.0111 -0.1529 11.89864 11967.87  0.00* 
HangSeng  0.00016 0.1340 -0.1358 0.0144 -0.0079 13.32343 16088.14 0.00* 
Nifty 0.00044 0.1633 -0.1301 0.0137 -0.0398 14.20090 18940.21 0.00* 
Sensex 0.00019 0.0694 -0.0503 0.0059 0.0776 13.28948 15986.13  0.00* 
Shenzhen 0.00038 0.0890 -0.0913 0.0156 -0.5036 8.218779 4264.5 0.00* 
S&P Global 100 0.00010 0.0964 -0.0740 0.0103 -0.3055 12.63174 14060.8 0.00* 
Topix -0.000002 0.1352 -0.1078 0.0143 -0.2596 10.435 8388.4  0.00* 

*significant at 5% level. 

As evident from Table 2, the mean return of all the indices except Athex and Topix is 
positive; the highest is for Nifty. Standard deviation tells about the volatility of the series. 
The highest volatility is present in the case of Bovespa whereas Sensex is the least volatile. 
Skewness and Kurtosis measure the symmetry and peakedness of the data respectively. The 
observed statistics of Skewness are negative for all the indices except Sensex. The observed 
value of kurtosis hints towards the non-normal distribution as all the values are significantly 
greater than zero (leptokurtic distribution), the highest being in the case of US and Indian 
stock market indices i.e. Dow Jones and Nifty. The results of the Jarque-Bera test for 
normality also confirm non-normal distribution as the p-value is less than 0.05, thereby 
rejecting the null hypothesis that states that distribution is normal. The highest value of 
Jarque-Bera statistics is again in the case of Dow Jones and Nifty. 

Figure 1. Graphical representation of stock market returns of different indices studied 
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The returns of all the indices have been presented in the form of graphs.  

‐.08

‐.04

.00

.04

.08

.12

05 06 07 08 09 10 11 12 13 14 15 16 17 18

DAX 30 PERFORMANCE ‐ PRICE INDEX

‐.12

‐.08

‐.04

.00

.04

.08

.12

05 06 07 08 09 10 11 12 13 14 15 16 17 18

DOW JONES INDUSTRIALS ‐ PRICE INDEX

‐.100

‐.075

‐.050

‐.025

.000

.025

.050

.075

.100

05 06 07 08 09 10 11 12 13 14 15 16 17 18

FTSE 100 ‐ PRICE INDEX

‐.15

‐.10

‐.05

.00

.05

.10

.15

05 06 07 08 09 10 11 12 13 14 15 16 17 18

HANG SENG ‐ PRICE INDEX

‐.06

‐.04

‐.02

.00

.02

.04

.06

.08

05 06 07 08 09 10 11 12 13 14 15 16 17 18

S&P BSE (SENSEX) 30 SENSITIVE ‐ PRICE INDEX

‐.15

‐.10

‐.05

.00

.05

.10

.15

.20

05 06 07 08 09 10 11 12 13 14 15 16 17 18

CNX NIFTY (50) ‐ PRICE INDEX

‐.100

‐.075

‐.050

‐.025

.000

.025

.050

.075

.100

05 06 07 08 09 10 11 12 13 14 15 16 17 18

SHENZHEN SE B SHARE ‐ PRICE INDEX

‐.08

‐.04

.00

.04

.08

.12

05 06 07 08 09 10 11 12 13 14 15 16 17 18

S&P GLOBAL 100 ‐ PRICE INDEX

‐.15

‐.10

‐.05

.00

.05

.10

.15

05 06 07 08 09 10 11 12 13 14 15 16 17 18

TOPIX CORE 30 ‐ PRICE INDEX



The past, the present and the prospective future of efficient market hypothesis 97 
 

 

4.2. Methodology and findings 

4.2.1. Unit root test – ADF and PP test 

To test whether the unit root is present in the data or not, the two most famous and widely 
used unit root tests, the Augmented Dickey-Fuller (ADF) test (1979) and Phillips-Perron 
(PP) test (1988), have been applied. The presence of unit root implies non-stationarity in 
the data, which further implies that the data does follow a random walk. A time series 
having a unit root is said to be non-stationary and thus follows a random walk (Ahmad et 
al., 2006, pp. 49-56). The results of the ADF test are obtained using intercept and no trend 
as well as using both intercept and trend, equations for which are presented below as 
equation 1 and 2 respectively. 

∆y α λy ∑ γ ∆y u                   (1) 

∆y α β t λy ∑ γ ∆y u                   (2) 

The results of the ADF test are obtained using both intercept as well as intercept and trend 
equations. PP test is a non-parametric method that controls higher-order serial correlation 
present in series. The test is robust with respect to unspecified autocorrelation and 
heteroskedasticity, if present any, in error terms in the test equation. The results of the ADF 
test using both an intercept and a trend and with only an intercept are presented in Tables 
3 and 4, respectively. Since the value of t-statistics is less than the Mackinnon critical 
values for all the indices at 1%, 5%, and 10% significance level, the null hypothesis (series 
contains unit root) gets rejected. Thus, the data of all the indices don’t have a unit root, and 
that the data is stationary. Based on the results of the ADF test for both equations, we 
conclude that the selected markets are not following the random walk hypothesis and thus 
are weak-form inefficient. 

Table 3. ADF results using trend and intercept 
Index T-statistics p-value Critical values 

At 1% level At 5% Level At 10% Level 
Athex -56.11613 0.00* -3.960573 -3.411046 -3.127341 
Bovespa -61.72224 0.00* -3.960573 -3.411046 -3.127341 
DAX 30 -60.07145 0.00* -3.960573 -3.411046 -3.127341 
Dow Jones -47.26427 0.00* -3.960574 -3.411047 -3.127341 
FTSE 100 -28.81088 0.00* -3.960576 -3.411048 -3.127342 
Hang Seng -61.8163 0.00* -3.960573 -3.411046 -3.127341 
NIFTY -57.62205 0.00* -3.960573 -3.411046 -3.127341 
Sensex -57.08752 0.00* -3.960573 -3.411046 -3.127341 
Shenzhen -56.59314 0.00* -3.960573 -3.411046 -3.127341 
S&P Global 100 -44.35029 0.00* -3.431974 -3.862147 -3.567141 
Topix -59.72579 0.00* -3.960573 -3.411046 -3.127341 

*significant at 5% level. 

Table 4. ADF results using intercept and no trend 
Index T-statistics p-value Critical values 

At 1% level At 5% Level At 10% Level 
Athex -56.12267 0.00* -3.431969 -2.862141 -2.567133 
Bovespa -61.72719 0.00* -3.431969 -2.862141 -2.567133 
DAX 30 -60.07668 0.00* -3.431969 -2.862141 -2.567133 
Dow Jones -47.25676 0.00* -3.431969 -2.862141 -2.567133 
FTSE 100 -28.81384 0.00* -3.431971 -2.862141 -2.567134 
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Index T-statistics p-value Critical values 
At 1% level At 5% Level At 10% Level 

Hang Seng -61.82185 0.00* -3.431969 -2.862141 -2.567133 
NIFTY -57.62308 0.00* -3.431969 -2.862141 -2.567133 
Sensex -57.08489  0.00* -3.431969 -2.862141 -2.567133 
Shenzhen -56.57106  0.00* -3.431969 -2.862141 -2.567133 
S&P Global 100 -44.35373 0.00* -3.431969 -2.862141 -2.567133 
Topix -59.73094 0.00* -3.431969 -2.862141 -2.567133 

*significant at 5% level. 

Table 5. PP test results using both trend and intercept 
Index T-statistics p-value Critical values 

At 1% level At 5% Level At 10% Level 
Athex -55.99747 0.00* -3.960573 -3.411046 -3.127341 
Bovespa -62.03045  0.00* -3.960573 -3.411046 -3.127341 
DAX 30 -60.19023  0.00* -3.960573 -3.411046 -3.127341 
Dow Jones -66.66126  0.00* -3.960573 -3.411046 -3.127341 
FTSE 100 -62.65178  0.00* -3.960573 -3.411046 -3.127341 
Hang Seng -61.81111  0.00* -3.960573 -3.411046 -3.127341 
NIFTY -57.57739  0.00* -3.960573 -3.411046 -3.127341 
Sensex -57.02539  0.00* -3.960573 -3.411046 -3.127341 
Shenzhen -56.86381  0.00* -3.960573 -3.411046 -3.127341 
S&P Global 100 -56.10661  0.00* -3.960573 -3.411046 -3.127341 
Topix -59.83460  0.00* -3.960573 -3.411046 -3.127341 

*significant at 5% level. 

Table 6. PP test results using intercept and no trend 
Index T-statistics p-value Critical values 

At 1% level At 5% Level At 10% Level 
Athex -56.00441  0.00* -3.960573 -3.411046 -3.127341 
Bovespa -62.03116  0.00* -3.960573 -3.411046 -3.127341 
DAX 30 -60.19461  0.00* -3.960573 -3.411046 -3.127341 
Dow Jones -66.64450  0.00* -3.960573 -3.411046 -3.127341 
FTSE 100 -62.66005  0.00* -3.960573 -3.411046 -3.127341 
Hang Seng -61.81659  0.00* -3.960573 -3.411046 -3.127341 
NIFTY -57.57917  0.00* -3.960573 -3.411046 -3.127341 
Sensex -57.02447  0.00* -3.960573 -3.411046 -3.127341 
Shenzhen -56.86159  0.00* -3.960573 -3.411046 -3.127341 
S&P Global 100 -56.11209  0.00* -3.960573 -3.411046 -3.127341 
Topix -59.83830  0.00* -3.960573 -3.411046 -3.127341 

*significant at 5% level. 

Next, we present the results of the Phillips-Perron test in Tables 5 and 6, respectively, with 
two different specifications, one with both trend and intercept and the other one with an 
intercept only. Results similar to that of ADF are observed for the Phillips-Perron test, 
which serves as confirmatory analysis. The test statistics computed are less than 
Mackinnon's critical values, thereby rejecting the null hypothesis (the data contains unit 
root) at all the three levels of significance, i.e., 1%, 5%, and 10%. Thus, all the indices 
undertaken in the study do not follow a random walk, and hence these stock markets are 
inefficient. In case of both the ADF and PP test, null hypothesis has been rejected for the 
SP Global 100, thus signifying the inefficiency in behavior of world market index.  

4.2.2. Runs Test 

Runs test detects the statistical dependencies or randomness. The number of runs is 
calculated as a sequence of changes in prices with the same sign, and it rejects the null 
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hypothesis (no randomness) if the expected number of runs significantly varies from the 
observed number. If observed number of runs is less than the expected, it indicates 
overreaction to the information by the market participants. In contrast, presence of more 
than the expected number of runs hints towards the lagged response to the information. In 
both scenarios, there exists the probability of earning excess returns. (Poshakwale, 1996, 
pp. 605-616) 

Let n(0) and n(1) be the number of positive runs and negative runs respectively and N be 
the total no. of observations. The z-statistics is calculated by: 

𝑧     N (0,1) 

where,  𝜇  
  

 + 1 and 𝜎  
 

 

Table 7. Results of Runs Test  
Index 
 

No. of 
observations 

Actual 
number 
of runs 

Expected 
number of 
runs 

Number of 
positive runs 
[n(0)] 

Number of 
negative runs 
[n(1)] 

Z-statistics P-value 

Athex 3623 1610 1792.467 1621 2002 -6.132 0.000* 
Bovespa 3623 1854 1809.985 1879 1744 1.465 0.143 
DAX 30 3623 1869 1810.675 1754 1869 1.940 0.052 
DowJones 3623 1883 1812.112 1785 1838 2.356 0.018* 
FTSE100 3623 1822 1812.999 1810 1813 0.316 0.752 
HangSeng 3623 1818 1812.020 1841 1782 0.199 0.842 
Nifty 3623 1791 1810.978 1864 1759 -0.664 0.506 
Sensex 3623 1773 1811.407 1856 1767 -1.277 0.202 
Shenzhen 3623 1677 1812.141 1837 1786 -4.492 0.000* 
SP Global 
100 

3623 1761 1812.470 1783 1840 -1.697 0.090 

Topix 3623 1761 1804.748 1693 1930 -1.460 0.144 
*significant at 5% level. 

Empirical results related to the runs test is presented in Table 7. It can be observed from 
the table that the p-value is less than the threshold value of 0.05 for Athex, Dow Jones, and 
Shenzhen indices, thus rejecting the null hypothesis of no randomness, which means that 
these markets follow a random walk. The markets indices other than Athex, Dow Jones, 
and Shenzhen do not follow a random walk as the observed p-value is more than zero. 
Therefore, we conclude that these markets are inefficient.  

4.2.3. Autocorrelation, partial autocorrelation and Ljung-Box Q-Statistics 

Autocorrelation and partial autocorrelation measure the association between stock returns 
at two different time points. In other words, it measures the correlation between a series’ 
present values with its lagged value(s) and indicates if the past values (lags) can be used to 
predict the future values. Autocorrelation is the relation of the data series with its historical 
values. The results of autocorrelation and partial correlation are reported in Table 8.  

Table 8. Autocorrelation and partial autocorrelation coefficients up to 10 lags 
Index 1 2 3 4 5 6 7 8 9 10 
Athex AC 0.069 -0.012 -0.016 -0.044 -0.020 -0.013 0.041 0.040 0.000 0.013 
 PAC 0.069 -0.017 -0.014 -0.043 -0.015 -0.013 0.042 0.032 -0.006 0.014 
 Q-Stat 17.493 18.029 18.970 26.107 27.590 28.251 34.441 40.279 40.279 40.878 
 Prob. 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 
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Index 1 2 3 4 5 6 7 8 9 10 
Bovespa AC -0.025 -0.012 -0.049 -0.017 0.005 -0.013 -0.033 0.008 -0.001 0.016 
 PAC -0.025 -0.013 -0.050 -0.020 0.002 -0.016 -0.036 0.006 -0.003 0.012 
  Q-Stat 2.2670 2.7988 11.488 12.592 12.673 13.299 17.288 17.511 17.515 18.412 
  Prob. 0.132 0.247 0.009* 0.013* 0.027* 0.039* 0.016* 0.025* 0.041* 0.048* 
DAX30 AC 0.001 -0.032 -0.021 0.013 -0.047 0.022 -0.003 -0.012 -0.012 0.010 
 PAC 0.001 -0.032 -0.021 0.012 -0.09 0.022 -0.005 -0.013 -0.010 0.006 
  Q-Stat 0.0073 3.7995 5.3713 6.0154 14.112 15.806 15.830 16.345 16.835 17.219 
  Prob. 0.932 0.150 0.147 0.198 0.015* 0.015* 0.027* 0.038* 0.051 0.070 
DowJones AC -0.093 -0.051 0.038 -0.007 -0.039 -0.005 -0.030 0.041 -0.030 0.017 
 PAC -0.093 -0.060 0.028 -0.004 -0.037 -0.015 -0.036 0.037 -0.026 0.017 
  Q-Stat 31.663 41.158 46.517 46.708 52.319 52.428 55.597 61.717 64.966 66.068 
  Prob. 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 
FTSE100 AC -0.034 -0.051 -0.047 0.053 -0.050 -0.021 0.020 0.008 -0.012 0.004 
 PAC -0.034 -0.052 -0.051 0.047 -0.052 -0.022 0.018 0.000 -0.007 0.005 
  Q-Stat 4.1867 13.524 21.458 31.736 40.780 42.390 43.812 44.069 44.625 44.680 
  Prob. 0.041* 0.001* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 
HangSeng AC -0.027 0.012 -0.025 -0.022 -0.013 -0.022 0.025 0.025 -0.006 -0.033 
 PAC -0.027 0.011 -0.025 -0.023 -0.014 -0.023 0.023 0.025 -0.007 -0.034 
  Q-Stat 2.6458 3.1464 5.4852 7.2355 7.8549 9.6083 11.849 14.070 14.200 18.257 
  Prob. 0.104 0.207 0.140 0.124 0.164 0.142 0.106 0.080 0.115 0.051 
Nifty AC 0.043 -0.006 -0.025 0.013 -0.008 -0.046 -0.019 0.031 0.061 0.042 
 PAC 0.043 -0.008 -0.025 0.015 -0.009 -0.046 -0.014 0.031 0.056 0.038 
  Q-Stat 6.7500 6.8667 9.1645 9.8058 10.017 17.691 18.987 22.426 35.768 42.263 
  Prob. 0.009* 0.032* 0.027 0.044* 0.075 0.007* 0.008* 0.004* 0.00* 0.00* 
Sensex AC 0.053 -0.014 -0.023 0.004 -0.012 -0.043 -0.028 0.030 0.070 0.051 
 PAC 0.053 -0.017 -0.022 0.006 -0.014 -0.042 -0.023 0.031 0.064 0.044 
  Q-Stat 10.255 11.005 12.946 13.008 13.572 20.248 23.019 26.253 43.955 53.357 
  Prob. 0.001* 0.004* 0.005* 0.011* 0.019* 0.003* 0.002* 0.001* 0.00* 0.00* 
Shenzhen AC 0.062 -0.014 0.024 0.022 0.008 0.002 0.031 0.023 -0.010 0.014 
 PAC 0.062 -0.018 0.026 0.018 0.007 0.001 0.031 0.019 -0.012 0.015 
  Q-Stat 13.767 14.512 16.601 18.320 18.566 18.578 22.130 24.078 24.433 25.168 
  Prob. 0.00* 0.001* 0.001* 0.001* 0.002* 0.005* 0.002* 0.002* 0.004* 0.005* 
SP Global 100 AC 0.068 -0.072 -0.008 0.019 -0.045 -0.018 0.002 0.007 -0.034 0.003 
 PAC 0.068 -0.077 0.002 0.015 -0.048 -0.009 0.003 0.004 -0.034 0.007 
  Q-Stat 16.729 35.424 35.677 37.055 44.381 45.573 45.595 45.773 49.943 49.981 
  Prob. 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 0.00* 
Topix AC 0.007 -0.014 -0.035 0.002 -0.002 -0.037 -0.009 -0.008 -0.017 0.009 
 PAC 0.007 -0.014 -0.035 0.002 -0.003 -0.038 -0.008 -0.009 -0.019 0.008 
  Q-Stat 0.1900 0.9035 5.4429 5.4523 5.4704 10.344 10.618 10.838 11.833 12.109 
  Prob. 0.663 0.637 0.142 0.244 0.361 0.111 0.156 0.211 0.223 0.278 

*significant at 5% level. 

The null hypothesis states that there is no autocorrelation. We reject the null hypothesis for 
Greece, USA, UK, India, China, and the global index (SP Global 100), which means that 
returns in these markets are autocorrelated with their previous returns, which further 
implies that information doesn’t get reflected in the stock prices immediately. More 
specifically, there is a lag in the absorption of information. Thus, these markets are not 
weak-form efficient. The null hypothesis is accepted for the stock market of Brazil, 
Germany, Hong Kong, and Japan as the p-value is more than 0.05. Thus, these markets are 
weak-form efficient as far as autocorrelation and partial autocorrelation suggests.  

The last two rows of the table report the Ljung-Box Q-statistics (null hypothesis of the test 
suggests no autocorrelation up to specified lags) and their p-values. From the Q-statistics 
values, results similar to that of auto-correlation can be observed. The null hypothesis is 
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rejected in the case of Greece, the USA, the UK, India, China, and the global index (SP 
Global 100), thereby suggesting that these markets display autocorrelation and are 
inefficient. On the other hand, Brazil, Germany, Hong Kong, and Japan have no 
autocorrelation and thus are weak-form efficient.  

4.2.4. Variance Ratio Test 

This test helps in testing for random walk that assumes homoscedastic increments as well 
as the random walk where increments are assumed to be heteroskedastic (Campbell et al., 
1998, pp. 559-562). If we assume that a series follows random walk, then it simply implies 
that the variance of q-period difference (returns) should be q times the variance of one 
period difference.  

Suppose yt is the return at any time t where t is equal to 1,…, T. According to variance ratio 
test, VR (q) is the ratio of variance of qth difference to variance of first difference. 

VR (q) =   

where: 
𝜎 𝑞  denotes 1/q the variance of the q-differences and 𝜎 1) is variance of the first 
differences.  

According to random walk theory, VR (q) must approach unity. If it is less than 1 or more 
than 1, it indicates towards presence of negative serial correlation and positive serial 
correlation respectively (Borges, 2010, pp. 711-726). Since the data series of the selected 
indices are volatile as seen in the graphs (also confirmed by results of GARCH model), Lo 
and MacKinlay’s heteroskedasticity-robust standard error estimates have been calculated 
in this study. Variance ratio test for the selected indices for sampling intervals of 2, 4, 8 
and 16 days has been performed. 

Table 9. Variance Ratio test: Heteroskedasticity robust standard error estimates 
Index q=2 q=4 q=8 q=16 
Athex    VR (q) 0.5441 0.2808 0.1293 0.0674 
  Z (q) -13.91 -12.94 -11.06 -8.60 
 p-value 0.00* 0.00* 0.00* 0.00* 
Bovespa VR (q) 0.4939 0.2484 0.1213 0.0601 
  Z (q) -15.42 -12.93 -10.25 -7.61 
 p-value 0.00* 0.00* 0.00* 0.00* 
DAX 30 VR (q) 0.5170 0.2472 0.1270 0.0603 
  Z (q) -14-54 -12.83 -9.97 -7.52 
 p-value 0.00* 0.00* 0.00* 0.00* 
DowJones VR (q) 0.4809 0.2304 0.1098 0.0563 
  Z (q) -11.29 -9.436 -7.34 -5.39 
 p-value 0.00* 0.00* 0.00* 0.00* 
FTSE100 VR (q) 0.5082 0.2291 0.1202 0.0588 
  Z (q) -13.09 -11.27 -8.29 -6.19 
 p-value 0.00* 0.00* 0.00* 0.00* 
HangSeng VR (q) 0.4812 0.2490 0.1190 0.0606 
  Z (q) -11.55 -9.258 -7.37 -5.70 
 p-value 0.00* 0.00* 0.00* 0.00* 
Nifty VR (q) 0.5253 0.2578 0.1267 0.0657 
  Z (q) -28.58 -23.886 -17.77 -12.78 
 p-value 0.00* 0.00* 0.00* 0.00* 
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Index q=2 q=4 q=8 q=16 
Sensex VR (q) 0.5358 0.2632 0.1283 0.0667 
  Z (q) -12.71 -11.71 -9.42 -7.14 
 p-value 0.00* 0.00* 0.00* 0.00* 
Shenzhen VR (q) 0.5406 0.2609 0.1305 0.0647 
  Z (q) -15.14 -14.10 -11.28 -8.72 
 p-value 0.00* 0.00* 0.00* 0.00* 
SP Global 100 VR (q) 0.5752 0.2632 0.1335 0.0537 
  Z (q) -10.90 -10.46 -8.19 -6.05 
 p-value 0.00* 0.00* 0.00* 0.00* 
Topix VR (q) 0.5109 0.2517 0.1273 0.0608 
  Z (q) -13.90 -11.77 -8.99 -6.86 
 p-value 0.00* 0.00* 0.00* 0.00* 

*significant at 5% level. 

Variance ratio i.e. VR (q) and test statistic of heteroskedastic standard error estimates have 
been reported in the Table 9 along with their associated p-values. For all the indices, similar 
results were found. The null hypothesis that the data series follow random walk is rejected. 
Since it is suggested that variance ratio should be close to 1 in order to call a data series 
random walk, all the variance ratios in the table are significantly less than 1. This implies 
that the returns of all these markets are autocorrelated and there is reversion to the mean. 
The data series of all the selected indices are found to be having negative serial correlation 
as the observed values of variance ratio are less than 1 for all the values of q (Borges, 2010, 
pp. 711-726). It signifies that the investors have the tendency to overreact to the information 
(whether positive or negative) which eventually gets corrected in the days to come.  

4.2.5. Breusch-Godfrey Serial Correlation LM Test 

This test tests for the presence of serial correlation in the residual series of the data by 
finding regression of the series with its lagged values. The null hypothesis states that there 
is no serial correlation up to specific lags taken while the alternate suggests the presence of 
serial correlation. The results presented in Table 10 show that with the exception of 
Bovespa, DAX, Hang Seng and Topix, null hypothesis is rejected in all other markets taken 
for the study as p-value is less than 5% significance level. Thus as per the results of this 
test, only markets of Brazil, Germany, Hong Kong and Japan are weak form efficient as 
their indices are not serially correlated. Rest of the markets possess significant serial 
correlation in their stock market data thus signifying inefficiency.  

Table 10. Breusch-Godfrey Serial Correlation LM test results 
Index Athex Bovespa DAX 

30 
Dow 
Jones 

FTSE 
100 

Hang 
Seng 

Nifty Sensex Shenzhen SP 
Global 
100 

Topix 

LM test 
statistic 

18.529 2.8529 3.7979 44.750 13.954 3.0837 6.9508 11.322 14.950 37.966 0.9080 

p-value 0.000* 0.240 0.149 0.000* 0.000* 0.214 0.031* 0.003* 0.000* 0.000* 0.635 
Null Hypothesis – No serial correlation up to 2 lags. 

4.2.6. Garch (1, 1) Model 

The sum of ARCH and GARCH coefficient measures the persistence of volatility 
clustering. The persistence of volatility clustering means the inefficiency of the capital 
market (Mishra, 2011, pp. 26-34; Seth and Sharma, 2015, pp. 88-106). GARCH (1, 1) 
model has been used in the study to capture the existence of volatility clustering in the data 
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series. According to model, if sum of ARCH (1) and GARCH (1) coefficients is close to 
unity, it indicates the persistence of volatility clustering and thus signifies the inefficiency 
of the stock market. The results of GARCH (1, 1) model indicate that sum of ARCH (1) 
i.e.  and GARCH (1) i.e.  is close to unity in case of all the selected indices and all the 
values are significant. It signifies the persistence of volatility indicating the inefficiency of 
the stock markets selected.  

Table 11. GARCH (1, 1) model results 
Index   + 

Coefficient Z-statistics p-value Coefficient Z-statistics p-value 
Athex 0.0588 24.598 0.00* 0.9430 759.43 0.00* 1.0018 
Bovespa 0.0665 11.181 0.00* 0.9086 117.34 0.00* 0.9752 
DAX 30 0.0864 13.355 0.00* 0.8987 116.24 0.00* 0.9851 
DowJones 0.1163 14.806 0.00* 0.8630 98.227 0.00* 0.9793 
FTSE100 0.1077 13.335 0.00* 0.8773 100.17 0.00* 0.9851 
HangSeng 0.0608 12.827 0.00* 0.9304 164.80 0.00* 0.9912 
Nifty 0.0849 14.992 0.00* 0.9086 154.11 0.00* 0.9936 
Sensex 0.0783 14.588 0.00* 0.9154 164.37 0.00* 0.9937 
Shenzhen 0.0351 19.548 0.00* 0.9633 633.91 0.00* 0.9985 
SP Global 100 0.0992 14.927 0.00* 0.8916 122.29 0.00* 0.9909 
Topix 0.0975 15.964 0.00* 0.8893 125.57 0.00* 0.9868   

*significant at 5% level. 

Table 11. Summary results of all the tests 
 ADF Test PP Test Runs Test AC, PAC and  

Q-statistics 
Variance Ratio Test B-G LM Test GARCH 

Athex WFMI WFMI WFME WFMI WFMI WFMI WFMI 
Bovespa WFMI WFMI WFMI WFME WFMI WFME WFMI 
DAX 30 WFMI WFMI WFMI WFME WFMI WFME WFMI 
Dow Jones WFMI WFMI WFME WFMI WFMI WFMI WFMI 
FTSE 100 WFMI WFMI WFMI WFMI WFMI WFMI WFMI 
Hang Seng WFMI WFMI WFMI WFME WFMI WFME WFMI 
Nifty WFMI WFMI WFMI WFMI WFMI WFMI WFMI 
Sensex WFMI WFMI WFMI WFMI WFMI WFMI WFMI 
Shenzhen WFMI WFMI WFME WFMI WFMI WFMI WFMI 
SP Global 100 WFMI WFMI WFMI WFMI WFMI WFMI WFMI 
Topix WFMI WFMI WFMI WFME WFMI WFME WFMI 

Table 11 presents the summary of results derived from applying various tests and 
techniques of analysis. WFMI here represents weak-form market inefficiency whereas 
WFME represents weak-form market efficiency. Majority of the tests in majority of the 
markets have provided evidence that goes against the accepted paradigm of efficient market 
hypothesis and random walk theory.  

 

5. Behavioral finance: a challenge to existence of EMH. An opinion 

The recent empirical evidences (presented in section 2.2) have shown that the dominance 
of the theory of market efficiency has become far less acceptable than it was before. 
Academic finance has evolved a long way from the accepted paradigm of EMH to the 
behavioral finance. Where the EMH had strong evidences and literature that favoured the 
hypothesis, the evidences in support of behavioral finance are not much strong. The pieces 
of literature on behavioral finance, behavioral biases, market anomalies etc. are widely 
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scattered and are not viewed in unison. EMH assumed that investors are always rational 
which is not possible in the real world at all the times. The behavioral finance is indeed the 
new future of academic finance as it is based on realities of real world as it assumes that 
investors get swayed by emotions and biases of their own and that of the others. However, 
it is also the matter of fact that behavioral finance has not yet come up with any concrete 
theory guiding asset pricing or return behavior as the discipline is still in its infancy stage 
where lot of research is being done. Though the literature has also provided evidences of 
stock market anomalies that go against the accepted paradigm of EMH, debates on their 
persistency and causes are still going on. Thus, it can be asserted that behavioral finance is 
indeed emerging as the basis of future academic finance. However, lot of new research 
based on strong evidences favouring behavioral finance is required to challenge the 
traditional finance and EMH that has strong and wide acceptance among academicians.  

 

6. Conclusion 

The present study discussed how the Efficient Market Hypothesis has evolved since its 
origin. The literature in the early 20th century presented substantial evidence in favor of 
market efficiency. However, the recent literature showed strong evidence of market 
inefficiency when the hypothesis was examined through several statistical tests. The results 
in this study have shown strong evidence of market inefficiency in the majority of the 
markets except for the results from one or two tests which suggest efficiency in the case of 
Shenzhen, Bovespa, DAX 30, Topix, and Hang Seng. Thus these markets didn’t show any 
substantial evidence of market efficiency. However, despite the vast amount of conflicting 
literature, the hypothesis is still regarded as one of the most accepted paradigms in financial 
literature. Most probably because even though behavioral economists have given some 
behavioral explanation of market inefficiency, they have not come out with any concrete 
theory explaining behavior or movements of stock prices yet. Thus, the efficient market 
hypothesis will continue to be accepted as one of the finest theories in the literature of 
finance till behavioral economists present any such concrete theory. 

 

 

 
References 
 
Abraham, A., Seyyed, F.J. and Alsakran, S.A., 2002. Testing the random walk behavior and 

efficiency of the Gulf stock markets. Financial Review, 37(3), pp. 469-480.  
Agwu, E.C., Godfrey, O.U. and Chigozie, O.G. (2020). Efficient Market Hypotheses Controversy 

and Nigerian Stock Exchange Relations. American International Journal of Economics and 
Finance Research, 2(1), pp. 1-13. 

Ahmad, K.M., Ashraf, S. and Ahmed, S., 2006. Testing weak form efficiency for Indian stock 
markets. Economic and Political Weekly, pp. 49-56. 



The past, the present and the prospective future of efficient market hypothesis 105 
 

 

Al-Loughani, N. and Chappell, D., 1997. On the validity of the weak-form efficient markets 
hypothesis applied to the London stock exchange. Applied Financial Economics, 7(2),  
pp. 173-176. 

D'Ambrosio, C.A., 1980. Random walk and the stock exchange of Singapore. Financial Review, 
15(2), pp. 1-12. 

Araújo Lima, E.J. and Tabak, B.M., 2004. Tests of the random walk hypothesis for equity markets: 
evidence from China, Hong Kong and Singapore. Applied Economics Letters, 11(4),  
pp. 255-258. 

Awad, I. and Daraghma, Z., 2009. Testing the weak-form efficiency of the Palestinian securities 
market. International Research Journal of Finance and Economics, 32(1), pp. 7-17. 

Awiagah, R. and Choi, S.S.B., 2018. Predictable or random?-A Test of the weak-form efficient 
market hypothesis on the Ghana stock exchange. Journal of Finance and Economics, 6(6),  
pp. 213-222. 

Bachelier, L., 1900. Théorie de la spéculation. Annales scientifiques de l'École normale supérieure, 
17(1), pp. 21-86. 

Balsara, N.J., Chen, G. and Zheng, L., 2007. The Chinese stock market: An examination of the 
random walk model and technical trading rules. Quarterly Journal of Business and Economics, 
pp. 43-63.  

De Bondt, W.F. and Thaler, R., 1985. Does the stock market overreact? The Journal of Finance, 
40(3), pp. 793-805. 

Borges, M.R., 2010. Efficient market hypothesis in European stock markets. The European Journal 
of Finance, 16(7), pp. 711-726. 

Buguk, C. and Brorsen, B.W., 2003. Testing weak-form market efficiency: Evidence from the 
Istanbul Stock Exchange. International review of Financial Analysis, 12(5), pp. 579-590. 

Campbell, J.Y., Lo, A.W., MacKinlay, A.C. and Whitelaw, R.F., 1998. The econometrics of 
financial markets. Macroeconomic Dynamics, 2(4), pp. 559-562. 

Chan, K.C., Gup, B.E. and Pan, M.S., 1997. International stock market efficiency and integration: 
A study of eighteen nations. Journal of Business Finance & Accounting, 24(6), pp. 803-813. 

Cheung, K.C. and Andrew Coutts, J., 2001. A note on weak form market efficiency in security 
prices: Evidence from the Hong Kong stock exchange. Applied Economics Letters, 8(6),  
pp. 407-410. 

Cross, F., 1973. The behavior of stock prices on Fridays and Mondays. Financial Analysts Journal, 
29(6), pp. 67-69. 

Fama, E.F., 1965. The behavior of stock-market prices. The Journal of Business, 38(1), pp. 34-105.  
French, K.R., 1980. Stock returns and the weekend effect. Journal of Financial Economics, 8(1), 

pp. 55-69. 
Hawaldar, I.T., Rohith, B. and Pinto, P., 2017. Testing of weak form of efficient market hypothesis: 

evidence from the Bahrain Bourse. Investment Management and Financial Innovations, 14(2), 
pp. 376-385.  

Jegadeesh, N. and Titman, S., 1993. Returns to buying winners and selling losers: Implications for 
stock market efficiency. The Journal of Finance, 48(1), pp. 65-91. 

Jensen, M.C., 1978. Some anomalous evidence regarding market efficiency. Journal of Financial 
Economics, 6(2/3), pp. 95-101. 

Kendall, M.G. and Hill, A.B., 1953. The analysis of economic time-series – Part I: Prices. Journal 
of the Royal Statistical Society. Series A (General), 116(1), pp. 11-34.  



106 Laurel Pasricha, Neelam Dhanda 
 
Kiran, S., 2019. Analysis of Stock Market Efficiency in Emerging Markets: Evidence from BRICS. 

Romanian Economic Journal, pp. 60-77 
Leković, M., 2018. Evidence for and against the validity of efficient market hypothesis. Economic 

Themes, 56(3), pp. 369-387.  
Lo, A.W. and MacKinlay, A.C., 1988. Stock market prices do not follow random walks: Evidence 

from a simple specification test. The Review of Financial Studies, 1(1), pp. 41-66. 
Mehla, S. and Goyal, S.K., 2012. Empirical evidence on weak form of efficiency in Indian stock 

market. Asia-Pacific Journal of Management Research and Innovation, 8(1), pp. 59-68. 
Mishra, P.K., 2009. Indian capital market-Revisiting market efficiency. Indian Journal of Capital 

Markets, 2(5), pp. 30-34. 
Mishra, P.K., 2011. Weak form market efficiency: Evidence from emerging and developed world. 

The Journal of Commerce, 3(2), pp. 26-34. 
Mobarek, A. and Fiorante, A., 2014. The prospects of BRIC countries: Testing weak-form market 

efficiency. Research in international Business and Finance, 30(1), pp. 217-232. 
Mollah, A.S., 2007. Testing weak-form market efficiency in emerging market: evidence from 

Botswana Stock Exchange. International Journal of Theoretical and Applied Finance, 10(06), 
pp. 1077-1094. 

Mookerjee, R. and Yu, Q., 1999. An empirical analysis of the equity markets in China. Review of 
Financial Economics, 8(1), pp. 41-60. 

Moustafa, M.A., 2004. Testing the weak-form efficiency of the United Arab Emirates stock market. 
International Journal of Business, 9(3), pp. 309-325. 

Ojah, K. and Karemera, D., 1999. Random walks and market efficiency tests of Latin American 
emerging equity markets: a revisit. Financial Review, 34(2), pp. 57-72. 

Poshakwale, S., 1996. Evidence on weak form efficiency and day of the week effect in the Indian 
stock market. Finance India, 10(3), pp. 605-616. 

Seth, N. and Sharma, A.K., 2015. International stock market efficiency and integration: evidences 
from Asian and US markets. Journal of Advances in Management Research, 12(2), pp. 88-106. 

Sharma, J.L. and Kennedy, R.E., 1977. A comparative analysis of stock price behavior on the 
Bombay, London, and New York stock exchanges. Journal of Financial and Quantitative 
Analysis, 12(3), pp. 391-413. 

Shiller, I. and Radikoko, I., 2014. Testing weak-form market efficiency on the TSX. Journal of 
Applied Business Research, 30(3), pp. 647-658. 

Smith, G. and Ryoo, H.J., 2003. Variance ratio tests of the random walk hypothesis for European 
emerging stock markets. The European Journal of Finance, 9(3), pp. 290-300. 

Smith, G., Jefferis, K. and Ryoo, H.J., 2002. African stock markets: multiple variance ratio tests of 
random walks. Applied Financial Economics, 12(7), pp. 475-484. 

Solnik, B.H., 1973. Note on the validity of the random walk for European stock prices. The Journal 
of Finance, 28(5), pp. 1151-1159. 

 
 



 
 

 
  

 
 
 
 

 

Causal nexus between economic growth,  
FDI and employment: An inquiry into BRICS and ASEAN 

 
 

Mohd IRSHAD 
Maulana Azad National Urdu University, Hyderabad, India 

mdirshadeco@gmail.com 
Syed Hasan QAYED 

Maulana Azad National Urdu University, Hyderabad, India 
syed_qayed@manuu.edu.in 

 
 

Abstract. This article discusses the documentary evidence on the Efficient Market Hypothesis 
(EMH) This study examines the nexus between economic growth, FDI and employment. We employ 
panel data for BRICS and ASEAN nations for the period 1993 to 2019. We have used FGLS 
considering the cross-section dependence and slope heterogeneity. Moreover, we apply the Pairwise 
Dumitrescu-Hurlin panel non-causality tests to confirm the direction of causality. The study finds 
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relation between FDI and employment is ambiguous. However, it may increase employment in high 
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1. Introduction  

Over the last few decades, countries particularly developing countries have experienced 
large inflow of foreign direct investment (FDI) and high economic growth, despite this 
labour market did not experience improvement Das and Ray, 2020 . In theory, relation 
between economic growth and FDI can run in either direction. On one hand FDI increases 
economic growth and support the FDI ‘growth led hypotheses. The ‘market led hypothesis’ 
which presuppose that economic growth attract more FDI (Rodrik, 1999; Mah and Yoon, 
2010) FDI with capital brings technology to target firms, countries. So, it affects labour 
force composition, productivity and wages (Hale and Xu, 2016). FDI like private and public 
investment generate employment and sound employment in turn brings more FDI as high 
employment bring social and political tranquillity and thus smooth governance (Das and 
Ray, 2020). It increases per capita income, generate employment maintain healthy BOP 
(Kumari and Sharma, 2017). FDI have multi-impact on economic growth in terms of 
introducing technology, managerial capabilities, and making the economy more globalized 
(Rizvi and Nishat, 2009). It creates job for the host country by establishing local 
manufacturing plant or by acquisition of local plant. However, the picture is not clear 
whether FDI increase growth and help in employment creation.  

FDI as an important determinant of growth intend to stabilize the labour market. The results 
are equally ambiguous whether FDI increases employment/unemployment. FDI seeks 
stability and cheap labour. This implies that surplus labour is the possible determinant of 
FDI. The impact of FDI on employment depends upon several factors such as, type of 
investment (brownfield or greenfield), type of sector or industry (FDI in labour intensive 
industry or capital), and whether it substitute domestic production by crowding out 
domestic investment. For instance, (Mucuk and Demirsel, 2013) point out that FDI and 
unemployment are cointegrated while in Tunisia and Turkey FDI positively impact 
unemployment. Jenkins (2006) for Vietnam shows that by the introduction of labour-saving 
technique the employment creation potential of FDI has reduced. Nevertheless, it depends 
upon the level of development of an economy. FDI is a source of rapid development only 
for certain developed countries (Blomstrom et al., 1992) (Kumar et al., 2010; Pheang et al., 
2017) found positive impact on economic growth and employment or negative impact on 
unemployment. However, some studies find positive impact on employment but no impact 
on economic growth. Albassam (2015) indicate that FDI do not impact economic growth 
while it positively impacts employment. The ambiguity varies from region and 
development of the economy. As (Blomstrom et al., 1992) noted that development of the 
economy affects the intended benefit of foreign capital. So, this necessitates to analyse the 
nexus among the FDI, employment and economic growth. To the best of our knowledge, 
this study is the first of its kind to analyse this relationship simultaneously.  

The contributions of the study to the debate is manifold. Firstly, we outline the lack of 
empirical work on the linkages between economic growth, employment and FDI, even the 
fact of high economic growth, rise in flow of FDI and stagnant employment. To the best of 
our knowledge no study has examined simultaneously the nexus between economic 



Causal nexus between economic growth, FDI and employment: An inquiry into BRICS and ASEAN 109 
 

 

growth, FDI and employment in case of BRICS and ASEAN. However extensive literature 
is available on the impact of FDI on unemployment and economic growth, casual relation 
between FDI and economic growth, FDI and unemployment (Hussain et al., 2021).  

Second, we employ the so-called second-generation econometric model. For instance, 
FGLS (feasible generalized least square) which is applicable in presence of cross section 
dependence and slope heterogeneity, and it has been ignored by previous studies. Third we 
make use of other indicators like KOFGI (to measure openness), HC to measure human 
capital based on Penn world Table 10.0.  

So, in this backdrop we estimate the nexus among the economic growth, FDI and 
employment by employing second generation econometric technique namely FGLS. 
Section two present the overview of literature which is divided into two strands. The data 
collection and model specification are in section three whereas section four is about 
econometrics techniques. Sections five and six deals with the empirical results and 
discussion respectively, whereas section seven devoted for conclusion and policy 
implications.  

 

2. Review of literature  

As we examine the relationship between economic growth, employment and FDI. The 
existing literature present the ambiguous picture whether FDI negatively or positively 
impact the economic growth and employment/unemployment. Theoretically the direction 
of causality between FDI and economic growth can be in either direction. And there is no 
consensus among the researcher whether FDI causes employment/unemployment and 
whether FDI increases employment in host nation or not. Thus, in order to elaborate further 
we divide the literature review into two, namely FDI-economic growth nexus and FDI-
employment nexus.  

2.1. FDI-economic growth nexus 

Theoretically, FDI like other investment increases economic growth of the host nation. FDI 
is considered as best alternative to fuel the economic growth in developing countries, 
source of management skill, improved product and quality services and increases export 
potential of the host nation (Strat et al., 2015). Certain threshold level of development is 
required to effectively absorb technology from foreign investor (Blomstrom et al., 1992) 
(Borensztein et al., 1995) analyse the impact of FDI on growth for 69 developing countries 
for the period 1970-1989. The result indicates that FDI positively impact economic growth 
through technology and knowledge spill over. Similar study by (de Mello, 1999) analyse 
the impact of FDI on economic growth for the period 1970-1990 for OECD and non-OECD 
countries. The study finds the long run positive impact of FDI on growth in OECD 
economies. They find that the positive growth effect is on account of technology and 
knowledge spill overs. Moreover study find no causality in the short run in OECD 
economies and negative short run impact of FDI on GDP in non-OECD economies. This 
indicates that growth effect of FDI is limited to OECD. Narayanamoorthy et al. (2009) for 
BRICS during the period 1992-2007 analyse the casual link between FDI and economic 
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growth. The study reports bidirectional causality for Brazil, Russia and South Africa and 
unidirectional causality for India and China running from FDI to economic growth (Zhang, 
2001) based on cointegration technique and error correction model for 11 East Asian and 
Latin American countries concludes positive impact of FDI on economic growth. However, 
the extent of positive impact on growth depends on the individual characteristic of 
economies such as level of education and human capital, macro-economic condition, 
economic freedom. Mehrara et al. (2012) for 57 developing countries during 1980-2007 
find bidirectional causality between FDI and economic growth. Pegkas (2015) for 
Eurozone counties based on FMOLS and DOLS for the period 2002-12 find positive long 
run relationship between FDI stock and economic growth. Hansen and Rand, 2006  also 
find a positive log run relation for 31 developing economies. Similarly, (Samad, 2009) 
examine the link between FDI and economic growth for 19 developing countries and found 
a positive significant long run relation.  

On the other hand, some studies find negative effect of FDI on economic growth, and some 
found no significant relationship. Saltz (1992) for developing economies for the period 
1970-80 find inverse relationship between FDI and economic growth. Mencinger (2003) 
for eight European Union countries finds negative effect of FDI on economic growth. 
Anyanwu and Yameogo (2015) employ GMM and OLS technique for West African 
countries between the period 1970-2010 and the study finds the negative relation between 
FDI and economic growth. Alfaro et al. (2004) for a panel of 71 developing countries found 
negative relation between FDI and economic growth. However authors argued that it is due 
to the less developed financial market. 

Likewise, Levine and Carkovic (2002) for 72 countries for the period 1960-1995 find a 
weak link between FDI and economic growth. Sarkar (2007) for a panel of 51 less 
developed countries based on ARDL report no significant effect of FDI. Herzer et al. (2008) 
for 28 developing countries during 1970-2003; (Nath, 2009) for 13 transition economies of 
Central and Eastern Europe, and the Baltic region during the period 1991-2005, Louzi and 
Abadi (2011) for Jordan for the period 1997-2006; Tekin (2012) for the case of least- 
developed countries during the period 1970-2009; Belloumi  (2014) for the case of Tunisia 
during the period 1970-2008; Mahembe and Odhiambo (2016) for the case of low-income 
SADC countries during the period 1980-2012; and more recently, Golitsis et al. (2018) for 
Albania during the period 1996-2014 report a weak or no significant impact of FDI on 
economic growth.  

2.2. FDI – Employment nexus  

This section outlines the review of previous studies on relation between FDI and 
employment. There is no consensus regarding the causality between economic growth and 
FDI as pointed out in previous section. FDI as an important determinant of growth intend 
to stabilize the labour market. The studies examine the employment elasticity in the Okun 
law framework pointed out ambiguous result. However general conclusion is that over the 
period employment elasticity is declining. The impact of production on employment 
creation depends on several factors. According to UNCTAD 1994, employment creation 
through FDI depend on several factors. First, the type of investment (greenfield or 
brownfield investment). For instance, Mucuk and Demirsel (2013) point out that FDI and 
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unemployment are cointegrated while in Tunisia and Turkey FDI positively impact 
unemployment. Secondly the type of sector or industry, whether FDI and so the growth is 
taking place in labour intensive sector or not. Third whether it substitutes or replace 
domestic production.  

The studies like (Kumar et al., 2010; Pheang et al., 2017) indicate that FDI positively 
impact the economic growth and hep in reducing unemployment. Albassam (2015) 
contended that FDI do not impact economic growth while it positively impacts 
employment. Sharma and Cardenas (2018) conclude that FDI reduces overall 
unemployment in Mexico and offer more working hours and possibly increases hour wage 
rate. Poumie and Claude (2021) examine the impact of foreign capital on employment in 
29 African countries. Based on DOLS, AMG and CCEMG study concludes that FDI 
positively impact employment in the region. Balcerzak and Żurek (2011) for Poland and 
(Chang, 2007) for Taiwan based on VAR conclude that impulse in FDI inflows have 
adverse impact on unemployment, thus beneficial for employment. Chaudhuri and 
Mukhopadhyay (2014) argue that FDI has the potential to reduce unemployment among 
both skilled and unskilled labour in developing countries.  

Contrary to the above studies, large stream of literature concludes negative effect of FDI on 
employment or support the neutrality hypothesis. Zdravkovic et al. (2017) find no relation 
between FDI and employment creation in the 17 transition countries and hence support the 
general conclusion that the FDI remains neutral to employment generation. Hisarciklilar et 
al. (2014) opine that FDI negatively influence employment in Turkey. However the study 
attribute such phenomenon to Merger and acquisition. The study by (Rizvi and Nishat, 2009) 
support the neutral hypothesis that FDI do not influence the employment and growth to 
employment elasticity is very less. Mucuk and Demirsel (2013) find that FDI and 
unemployment are cointegrated while in Tunisia and Turkey FDI positively impact 
unemployment. They argue that it is due to the concentration of brownfield investment and 
merger and acquisition. Aktar et al. (2009) examine that FDI does not reduce unemployment 
in Turkey and even economic growth does not cure unemployment. Strat et al. (2015) 
examine the causal relation between FDI and unemployment in 13 EU states based on TY 
procedure. The study concluded that there is causality running from FDI to unemployment 
in four and for three states it run from unemployment to FDI. Onaran (2008) indicates overall 
impact of FDI on employment is not significant in CEEC. Additionally, contrary to traditional 
view, she finds that labour demand is not sensitive to wage dynamic. Jenkins (2006) for 
Vietnam shown that by the introduction of labour-saving technique, the employment creation 
potential of FDI has reduced. 

Table 1. Variable description and sources 
Variables Variable definition Sources  
GDP GDP per capita ($) at 2010 prices World Development Indicators (WDI) 2021 
FDI FDI in stock % of GDP United Nations Conference on Trade and Development 

(UNCTAD) 2021 
Openness Economic, social and political globalization with a 

weightage of 33.3 each 
(KOFGI) KOF Swiss Economic Institute 2020 
 

HC Average year of schooling and return to education  Penn World Table 10.0 
Emp Total Employment  Penn World Table 10.0 
Wage  GDP per person employed (constant 2017 PPP $) World Development Indicators (WDI) 2021 
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3. Data collection and model specification 

The study investigates the connection between economic growth, FDI, employment, human 
capital and openness using data from different sources for the period 1993 to 2019. We 
convert the sample data to form the panel for 9 ASEAN and 5 BRICS nations for the period 
1993 to 2019. Myanmar is not included in the panel owing to unavailability of data for 
chosen variables. We take GDP per capita at constant 2010 prices in dollar as a proxy for 
economic growth. Employment is measured as total employment and it is retrieved from 
Penn World Table 10.0. It covers all the working age population. FDI stock as proxy for 
FDI which is taken from UNCTAD (2020), human capital is proxied by human capital 
index which is based on average year of schooling and return to education and is retrieved 
from Penn World Table 10.0. Openness is proxied by KOFGI (KOF globalization index) 
(Gygli et al., 2019). KOFGI considers economic, social, and political dimension of 
globalization. So, it overrides the other measure of globalization such as trade openness 
measured by percentage share of trade to GDP. By linear imputation we make balance 
dataset as for the year 2019 KOFGI data point is not available. We take GDP per person 
employed as proxy for wage. The study employs wage in employment equation to correct 
for omitted variable bias. It is derived by dividing GDP by total employment in the 
economy. It is converted to constant international 2017 dollar using PPP rate to compare 
across the cross sections.  

3.1. Empirical model 

The literature review present in the above section revealed that the connection among the 
variables is ambiguous. Our core variables are economic growth, FDI and employment. 
The study estimates two models, first consider economic growth as dependent variable and 
in second equation employment is dependent variable. Additionally, we control for the 
human capital and globalization as proxy for openness in the first model as these two 
indicators gain importance in recent years. FDI is an aspect of globalization and consider 
as important determinant of economic growth and employment creation in the host nation. 
However, it depends on the nature of investment whether it crowds out the domestic 
investment or is mere merger and acquisition. In employment equation we control for 
human capital and wage (GDP per person employed) to avoid the model misspecification 
due to omitted variable bias. We posit the Cobb Douglas type of function and thus we 
transform the variables into their natural log form. Our baseline equation is.  

𝑌  𝛼 𝛽 𝐹𝐷𝐼 𝛽 Openness 𝛽 𝐻𝐶 𝛽 𝐸𝑀𝑃 𝑈             (1) 

where:  
i = 1,…, N for each cross section, t =1,…, N refers to time period of the study, 𝛼 = intercept, 
𝛽𝑠 and U refer to elasticities and error term respectively.  

The second equation is  

𝐸𝑚𝑝  𝛼 𝛽 𝐹𝐷𝐼 𝛽 𝑤𝑎𝑔𝑒 𝛽 𝐻𝐶 𝛽 𝐺𝐷𝑃 𝑈              (2) 

where:  
i = 1,…, N for each country, t =1,…, N refers to time. 𝛼 = intercept, 𝛽𝑠 and U refer to 
elasticities and error term respectively and Emp refers to total employment.  
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4. Econometrics techniques  

The study is based on panel data covering the variety of economies of BRICS and ASEAN. 
As the panel data comes with its own merits, for in instance, it reduces the collinearity 
problems, improve the efficiency of the result and increases the degree of freedom and 
sample variation (Hsiao, 2007; 2012) However, there are certain caveats also while 
analysing panel data. As it is the combination of different cross sections, so it suffers from 
the problem of cross section dependence and slope heterogeneity. So, it is important to 
check for cross section dependence. Because conventional unit root (the so-called first-
generation unit root test) are based on the assumption of cross section independence. 
Disregarding these steps may result wrong selection of econometric method. So we 
implement the (Pesaran, 2004) for cross section dependence and technique developed by 
(Pesaran, 2007; Pesaran and Yamagata, 2008) for slope heterogeneity so that the suitable 
method could be applied. So, we start with the cross-section dependence test. It is likely 
that the panel data like ours would exhibit cross section dependence due to existence of 
common shocks with heterogeneous impact as economies are integrated with each other. 
Disregarding the cross-section dependency may have detrimental impact on the regression 
output. When it exists in the data the OLS become inefficient and produce bias estimated 
standard error for the model (Moscone and Tosetti, 2009). We therefore test the cross-
section dependency of the series (Pesaran, 2004) CD test. This test is also valid for dynamic 
heterogeneous panel and for small sample. Pesaran (2004) test is computed as:  

       ∑ ∑ ρ                    (3) 

Where T is time, N is individual observation and ρ  is the sample for which correlation 
coefficient was computed. Pesaran (2007) test is robust to non-stationarity and parameter 
heterogeneity. We then estimate the slope heterogeneity using (Pesaran and Yamagata, 2008) 
test. The model estimated in presence of heterogeneous slope yield inconsistent and biased 
result. As result indicates that there is cross sectional dependence and slope heterogeneity in 
the data. So, the conventional unit root test become invalid as they assume the cross-sectional 
independence in the model. We perform CADF (Pesaran, 2007) test (so-called second-
generation unit root test) to check the level of integration of the variables. In presence of 
cross-sectional dependence and heterogeneous slope parameters CADF yield efficient 
and reliable result. CADF is based on the mean of the individual augmented Dickey Fuller 
t-statistics of each unit. The null hypothesis assumes the series are non-stationary.  

4.1. Long run estimate  

In this section we proposed the model based on the cross-section dependence, slope 
heterogeneity parameters and unit root test. We estimate the feasible generalized least square 
(FGLS). One of the prerequisites for FGLS is time period should be greater than cross section 
(Bai et al., 2021). The time period of the study is large than number of cross sections, so we 
use FGLS. FGLS is best to deal with cross section dependence, serial correlation, and slope 
heterogeneity. However, FGLS comes with some shortcomings as it underestimates the 
standard error in finite sample, or it inflates confidence. Secondly it demonstrates poor 
analytical performance when error variance covariance matrix is unknown. So, we apply 
PCSE (panel corrected standard error) to cross validate the estimate. We apply standard 
PCSE to cross check the result. Our analysis and discussion are based on FGLS.  
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4.2. Pairwise Dumitrescu-Hurlin panel causality tests 

After succeeding FGLS estimation we estimate panel causality test. Engle and Granger 
(1987) and Granger (1988) contended that the two I(0) and I(1) series may have either 
bidirectional or unidirectional causality between at least the I(0) series. We apply 
(Dumitrescu and Hurlin, 2012) panel non causality test. The (Dumitrescu and Hurlin, 2012) 
test produce strong output in presence of cross-sectional dependence and slope heterogeneity. 
It considers two facets of heterogeneity in addition to considering fixed effect, one 
heterogeneity of regression model, second heterogeneity of casual relationship. After long 
run estimation, it is important to conform the direction of causality among the variables. We 
use (Dumitrescu and Hurlin, 2012) panel non causality test to compute the direction of 
causality. The bootstrap procedure is useful when data exhibit cross section dependence.  
 

5. Empirical results  

The first step is to test the properties of the data used in the study. Disregarding of the 
properties may yield misleading results and conclusion. We confirm the cross-section 
dependence or independence using (Pesaran, 2004). Table 2 report the cross-section 
dependence test result. The null hypothesis is cross section independence. We conform the 
cross-section dependence using before estimation command for each series. We find cross 
section dependence in all the series except employment, as we reject the null of cross 
section independence at 5 % level since p-value is less than 0.05. CD tests conform that the 
shock in the economies can be transferred easily to other economies. We then proceed to 
test slope homogeneity using (Pesaran and Yamagata, 2008) test. The null is slope 
coefficient are homogeneous. We report the result for homogeneity test in Table 2. We 
reject the null of slope coefficient are homogeneous based on delta and adjusted delta value. 
The result indicates the slope parameter are not homogeneous.  

5.1. Result for cross section dependence and homogeneity test  

Table 2. Cross section dependency (H0: There is no cross-sectional dependency) 
Variable  CD-test P-value 
GDP 35.27 0.000*** 
Employment  46.51 0.972 
FDI  27.45 0.000*** 
KOFGI  46.77 0.000*** 
HC 47.38 0.000*** 
Wage  33.50 0.000*** 
Slope heterogeneity test for growth equation (H0: slope coefficients are homogenous) 
Economic growth Equation 
Test  Statistics p-value 
Delta 24.14 0.000*** 
Adjusted Delta 27.38 0.000*** 
Employment equation 
Test  Statistics p-value 
Delta 19.088 0.000*** 
Adjusted Delta 21.644 0.000*** 

Note: *** p<.01, ** p<.05, * p<.1. 
Source: Authors’ estimates. 
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Table 3. Unit root test result 
  Variables  
  GDP  FDI KOFGI HC Emp Wage 
I(0) Without trend  -1.89 

 (0.31) 
-2.370 
(0.01) *** 

-2.06 
0.127 

-1.87 
0.34 

-1.83 
(0.40) 

-1.93 
(0.26) 

With trend -2.44  
(0.30) 

-1.99 
 0.90 

-2.22 
0.653 

2.86 
(0.01)** 

-2.34 
(0.45) 

-1.90 
(0.95) 

I(1)  Without trend  -2.557 (0.001) 
*** 

-2.67 
(0.00)*** 

-2.716 
(0.00)*** 

-2.487 
(0.00)*** 

-2.12 
(0.08)* 

2.39 
(0.0)*** 

With trend -2.77 (0.035) ** -2.98 
(0.00)*** 

-3.24 
(0.00)*** 

-3.41 
(0.0)*** 

-2.48  
(0.25) 

-2.66 
(0.08)* 

Note: *** p<.01, ** p<.05, * p<.1. We report t-statistics, p-value are in parentheses. Two lags for each variable 
except HC and GDP, for GDP and HC four lag length have been chosen.  
Source: Authors’ estimates. 

We conduct CADF test to level of integration of the variables. Table 3 above reports the 
result for CADF test. FDI and HC are stationary at level as the null that the series contain 
unit root is rejected. GDP, Openness and Emp are integrated of order one. So, we conclude 
that GDP, Openness, and Emp are static after first difference.  

Table 4. Result for FGLS and PCSE. Economic growth is dependent variable  
 Model 1  Model 2 Model 3  
 Baseline Equation Focus on FDI Focus on Employment 
 FGLS PCSE FGLS PCSE FGLS PCSE 
Variables 
Openness  0.584*** 

(-0.035) 
0.429*** 
(-0.164) 

0.447*** 
(-0.041) 

0.787*** 
(-0.136) 

0.300*** 
(-0.027) 

0.537*** 
(-0.109) 

HC 3.877*** 
(-0.077) 

4.116*** 
(-0.371) 

2.181*** 
(-0.05) 

1.848*** 
(-0.195) 

1.980*** 
(-0.043) 

1.796*** 
(-0.172) 

Employment -0.021*** 
(-0.004) 

-0.049*** 
(-0.007) 

-0.110*** 
(-0.003) 

-0.152*** 
(-0.008) 

    

FDI -0.054*** 
(-0.004) 

-0.075*** 
(-0.012) 

    -0.003 
(-0.003) 

-0.034*** 
(-0.01) 

FDI as interaction 
FDI_hie     0.058*** 

(-0.011) 
0.026 
(-0.02) 

    

FDI_lmie     -0.188*** 
(-0.006) 

-0.126*** 
(-0.028) 

    

FDI_umie     -0.115*** 
(-0.004) 

-0.002 
(-0.017) 

    

Employment as interaction  
Emp_hie         0.036*** 

(-0.005) 
0.170*** 
(-0.023) 

Emp_lmie         -0.043*** 
(-0.003) 

0.042*** 
(-0.015) 

Emp_umie         -0.012*** 
(-0.003) 

0.077*** 
(-0.015) 

Constant 1.606*** 
(-0.055) 

2.303*** 
(-0.2) 

4.069*** 
(-0.083) 

4.131*** 
(-0.197) 

2.670*** 
(-0.064) 

0.841** 
(-0.338) 

R-squared   0.984   0.997   0.996 
Note: *** p<.01, ** p<.05, * p<.1. Standard error are in parentheses. We estimate the FGLS model using 
panel specific AR 1 auto correlation structure. We assume heteroscedasticity across the panel and 
autocorrelation within the panel. For PCSE, standard PCSE is estimated. So the reported standard error is panel 
corrected standard error.  
Source: Authors’ estimates. 
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5.2. Long run estimate (FGLS) 

Based on analysis provided above we now estimate our model using second generation 
estimator like FGLS. FGLS and PCSE can be validly applied in presence of cross section 
dependence and slope heterogeneity. The result of both the estimator shows that human 
capital, Openness, FDI and employment are significant. Human capital and Openness have 
significant positive impact on economic growth, whereas employment and FDI negatively 
influence economic growth in overall sample of the study. The high elasticity coefficient 
of human capital and significance level indicates the importance of human capital to 
economic growth in BRICS and ASEAN economies. Result indicates that one percent 
increase in globalization and human capital causes an increase of 0.34% and 3.78% in 
economic growth respectively. This implies BRICS and ASIAN economies need to invest 
more on human capital and should focus on the encouraging aspect of globalization. The 
negative influence of FDI could be due to the lack of infrastructure, underdeveloped 
financial market. The PCSE estimation also provide similar output. 

Table 5. Result for FGLS and PCSE. Employment is dependent variable  
 Model 1  Model 2 
 Baseline Equation Focus on FDI 
 FGLS PCSE FGLS PCSE 
Variable 
HC 1.437*** 

(-0.13) 
1.015** 
(-0.473) 

2.013*** 
(-0.073) 

0.33 
(-0.359) 

GDP 0.651*** 
(-0.027) 

0.603*** 
(-0.119) 

0.547*** 
(-0.026) 

0.643*** 
(-0.12) 

Wage -0.975*** 
(-0.027) 

-1.125*** 
(-0.097) 

0.150*** 
(-0.026) 

-1.23*** 
(-0.157) 

FDI -0.049*** 
(-0.006) 

0.070*** 
(-0.02) 

   

FDI as interaction 
FDI_hie     -0.002 

(-0.012) 
0.048** 
(-0.024) 

FDI_lmie     -0.148*** 
(-0.01) 

0.083 
(-0.062) 

FDI_umie     -0.123*** 
(-0.006) 

0.123*** 
(-0.026) 

Constant 17.626*** 
(-0.115) 

18.827*** 
(-0.504) 

12.522*** 
(-0.087) 

19.491*** 
(-0.718) 

R-squared   0.999 0.999 
Note: *** p<.01, ** p<.05, * p<.1. Standard error are in parentheses. FGLS model is estimated using panel 
specific AR 1 auto correlation structure. We assume heteroscedasticity across the panel and autocorrelation 
within the panel. For PCSE, standard PCSE is estimated. So, the reported standard error is panel corrected 
standard error.  
Source: Authors’ estimates. 

Additionally, we take dummy for two reasons, first our sample constitute varieties of 
economies, so we take the three dummies on the basis of income classification made by 
World Bank secondly, the negatively impact of FDI on economic growth that whether the 
impact of FDI depend upon the development of economy or not. These dummies are high 
income economies (HIE), upper middle-income economies (UMIE) and low middle-
income economies (LMIE). We estimate two separate model one with interaction of FDI 
with dummy and second the interaction of employment with dummy. The study finds the 
positive significant impact of FDI and employment on economic growth in high income 
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economies. Whereas it is negative and significant for upper middle income and low middle-
income economies. In the baseline model FDI is negatively impacting economic growth. 
This is probably due to a smaller number of high-income economies in the panel. However, 
the coefficient of FDI is significant for HIE. This implies that certain level of development 
is necessary to achieve the growth objective of FDI.  

Results for FGLS indicate that human capital and economic growth have positive impact 
on employment. Whereas FDI and wage negatively influence employment. However, result 
for PCSE indicates positive impact of FDI on employment in both models.  

Table 6. Pairwise Dumitrescu-Hurlin panel non causality tests results 
Null hypothesis W 

statistics 
  

 

Z-bar statistics 
 

Z-bar tilde P-Value 

GDP   FDI 11.19 9.52 5.85 0.03 
FDI   GDP 13.20 12.17 7.65 0.00 
GDP  EMP 7.49 4.62 2.53 0.20 
EMP  GDP 9.75 7.61 4.56 0.05 
HC  GDP 16.46 16.49 10.57 0.01 
GDP  HC 19.71 20.79 13.49 0.00 
Openness GDP  10.04 8.00 4.82 0.03 
GDP Openness 9.04 6.67 3.92 0.07 
EMP FDI 6.49 3.29 1.63 0.50 
FDI EMP 6.33 3.08 1.49 0.35 
EMP HC 9.21 6.89 4.07 0.15 
HC EMP  7.70 4.90 2.72 0.52 
Wage  EMP 7.50 4.63 2.54 0.22 
EMP Wage  12.31 11.00 6.85 0.01 
FDI HC 21.33 22.92 14.93 0.00 
HC FDI 8.79 6.33 3.69 0.22 

Note: Null hypothesis is that the dependent variable does not Granger cause independent variable and the 
alternate is it does Granger cause for at least one panel var. P-value is computed using bootstrap replication 
which is useful in presence of cross section dependence.  
Source: Authors’ estimates. 
 

6. Discussions 

The section is dedicated to in-depth discussion on the empirical findings. Our estimation 
of growth equation suggests FDI negatively impact economic growth. However in HIE, 
FDI positively impact economic growth. The conformation of negative effect of FDI on 
economic growth is in congruent with (Saltz, 1992) in context of developing economies, 
(de Mello, 1999) for 32 developed and developing countries, (Mencinger, 2003) for eight 
transition countries. Alfaro et al. (2004) for a panel of 71 developing countries find the 
same result. However author attributed this to the less developed financial market. Wang 
2009) for the 12 Asian Economies found FDI inflows in non-manufacturing sectors do not 
enhance growth. Anyanwu and Yameogo (2015) for West African nations revealed 
negative impact of FDI on economic growth. Bagli and Adhikary (2014) concludes the 
similar result. However some studies revealed weak or insignificant impact of FDI on 
economic growth. For instance, Levine and Carkovic (2002) for 72 countries for the period 
1960-1995 find a weak link between FDI and economic growth. Sarkar (2007) for a panel 
of 51 less developed countries based on ARDL report no significant effect of FDI. Herzer 
et al. (2008) for 28 developing countries during 1970-2003, (Nath, 2009) for 13 transition 
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economies of Central and Eastern Europe, and the Baltic region during the period 1991-
2005 (Louzi and Abadi, 2011) for Jordan for the period 1997-2006; (Tekin, 2012) for the 
case of least- developed countries during the period 1970-2009; (Belloumi, 2014) for the 
case of Tunisia during the period 1970-2008; (Mahembe and Odhiambo, 2016) for the case 
of low-income SADC countries during the period 1980-2012; and recently, (Golitsis et al., 
2018) for Albania during the period 1996-2014 report a weak or no significant impact of 
FDI on economic growth. Most of the studies attributed that the negative effect is owing to 
the transferring of benefits by the MNC to the country of origin. Secondly the developed 
financial market, high human capital is the determining factor. This implies that certain 
level of development is required to affectively absorb technology from foreign investor 
(Blomstrom et al., 1992) However our findings are in contradiction with (Borensztein et 
al., 1995; Zhang, 2001) etc. these studies suggested that FDI exhibit significant positive 
relationship with economic growth. We observed bidirectional causality between economic 
growth and FDI. Our findings are consistent with (Samad, 2009; Mehrara et al., 2012) 
(Hansen and Rand, 2006) for developing economies. Pegkas (2015) for Eurozone 
countries. This is not surprising as researcher hypothesized ‘FDI led growth hypothesis’ 
and ‘market led hypotheses based on direction of causality.  

The result suggest that employment negatively impact economic growth. As in the case of 
FDI in HIE dummy for employment indicates employment increases economic growth. 
However, this is not staggering. As most of the emerging economies are agrarian in nature. 
In these economies, agriculture is associated with low productivity. Additionally, large 
share of the economy is informal in nature, labour is low skilled. This implies encouraging 
the labour-intensive activities instead of capital intensive (growth enhancing in nature) 
causes decline in economic growth. Probably this may be the reason that FDI is failed to 
promote economic growth. As per the causality test, we observed bidirectional causality 
between employment and economic growth.  

Human capital in each model suggests high elasticity with respect to economic growth. 
This shows the importance of human capital to stimulate the growth. The results are in 
congruent with the previous research. Further there is bidirectional causality between 
human capital and economic growth. This supports the feedback hypothesis.  

The result suggest that globalization positively impact economic growth. So, the result is 
in consistent with the previous studies. This make stronger the hypothesis of export led 
growth, and the results suggest that openness is the best alternative to boost the growth for 
emerging economies.  

The second equation assume employment as dependent. FDI and wage negatively impact 
employment. The negative coefficient with 0.049 implies weak negative compared to 
economic growth and human capital. However the result are consistent with (Hisarciklilar 
et al., 2014; Zdravkovic et al., 2017) and other. However these results are in in contrast 
with (Albassam, 2015; Kumar et al., 2010; Pheang et al., 2017; Sharma and Cardenas, 
2018). This could be due to the inflow to FDI to capital intensive sector, lack of skilled 
labour, rigid labour market, raised in productivity less developed financial market. 
However (Nickell, 1997; Kapsos, 2006) indicate impact of labour market regulation is 
ambiguous. Economic growth and human capital have positive impact on employment. Our 
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results are consistent with theoretical expectation. HC likewise in previous model indicates 
high coefficient which is not surprising. Economic growth positively impacts employment 
with the highly significant coefficient of 0.65. This invalidates the common jargon of 
‘jobless growth’. However, in previous model employment negatively impact economic 
growth. This implies merely investing in labour intensive sectors could not be the cure. 
Authorities should adopt more sophisticated policy so that reasonable economic growth as 
well as low unemployment could be maintained. Our causality test conforms this ambiguity 
as there is absence of causality in either direction.  

Additionally, we estimate the Pairwise Dumitrescu-Hurlin panel non causality tests for 
globalization and FDI, FDI and employment, HC and FDI, globalization and employment 
and HC and FDI to examine the direction of causality. Table 6 report the result for 
Dumitrescu-Hurlin panel non causality test. We observed the one-way causality between 
globalization and FDI running from globalization to FDI. This is in consistent with the 
previous studies. This suggest that globalization increases FDI inflow. KOFGI takes 
weightage of FDI in composite index. FDI and employment and globalization and FDI does 
not cause each other in any direction. This imply that globalization in broader context and 
FDI in particular are independent to employment generation. So, the study supports the 
hypothesis that globalization or openness and FDI does not increase employment in 
ASEAN and BRICS nations. Probably this may be one such reason that economic growth 
and employment generation do not move side by side. That is why the phrase Jobless 
growth gaining importance particularly in Indian context. We find one way causality 
running from FDI to HC. This indicates that FDI increases competitiveness and probably 
creates demand for skilled labour.  

 

7. Conclusion and policy implication  

This study examines the casual nexus among FDI, employment and economic growth using 
the panel data for BRICS and ASEAN nations. The study period spans from 1993 to 2019. 
The earlier studies report mixed result with regard to FDI and economic growth and FDI 
and employment. However, this study covers variety of economies for instance high 
income, upper and lower middle-income economies. The study finds that in high income 
economies, FDI has positive impact on economic growth. Overall impact of FDI on 
economic growth is not clear. We observed bidirectional causality between economic 
growth and FDI. This is not surprising as researcher hypothesized ‘FDI led growth 
hypothesis’ and ‘market led hypotheses based on direction of causality. Human capital and 
globalization have positive impact on economic growth. The impact of employment on 
economic growth is not clear for full panel. However, it is positive in high income 
economies.  

In second model human capital and economic growth have positive impact on employment. 
FDI overall negatively affect employment in the ASEAN and BRICS nations in FGLS 
model, whereas PCSE shows opposite sign. However, the negative sign for high income 
economies is not significant in FGLS and it is positive in PCSE model. In case of low 
middle-income economies each model shows negative sign. So we conclude that impact of 
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FDI on employment creation is ambivalent. However human capital and economic growth 
are essential to reduce unemployment. The coefficient of wage suggest that high wage may 
increase employment.  

The study has several important implications. As Blomstrom et al. (1992), FDI is a source 
of rapid development only for certain developed countries. The study confirmed from the 
very fact that FDI has positive impact on economic growth only in high income economies 
(HIE). So emerging economies must focus on development in their region to reap the 
benefit from FDI. The negative affect of FDI does not mean to stop or discourage the FDI 
or globalization. Because openness has positive impact on economic growth which takes 
the weightage of FDI with other indicators. However, there is need of more sophisticated 
policy. More focus should be on human capital to boost the economic growth and 
employment. Moreover, employment negatively impact economic growth whereas 
economic growth has positive impact on employment. This implies that mere focus on 
employment creation by investing on labour intensive sector could not be the cure for the 
problem. However, two-pronged policy is required so that high economic growth as well 
as high employment rate could be maintained. 
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Appendices 
 
Appendix A.1 
 
List of countries selected for the study 

ASEAN  BRICS 
Brunei Brazil  
Cambodia Russia  
Indonesia India 
Lao PDR China 
Malaysia South Africa 
Philippines  
Singapore  
Thailand  
Vietnam  

 
Appendix A.2 
 
Correlation matrix  

GDP  Openness  HC  FDI   Employment  wage 
GDP   1.0          

Openness  
0.67* 
(0.00)  1.0       

 

HC 
0.76* 
(0.0) 

 0.81* 
(0.00)  1.0     

 

FDI  
0.04 
(0.38) 

0.28* 
(0.0) 

0.24* 
(0.0)  1.0   

 

Employment  
-0.13* 
(0.007) 

0.35* 
(0.0) 

0.07 
(0.15) 

0.40* 
(0.0)  1.0 

 

Wage  
0.3861* 
(0.0) 

0.15* 
(0.00) 

0.21* 
(0.0) 

-0.26* 
(0.0) 

 -0.46* 
(0.0) 

 1.0 

Source: Authors’ estimates. 
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Abstract. The elevation of economic growth and development of an economy has always been a 
prime concern for nations. In this context, exports and domestic demand are the two economic 
growth components that promote and accelerate economic growth. While exports are given more 
emphasis whereas domestic demand is underestimated. Moreover, the present study argues the 
superiority of domestic demand-led growth over export-led growth. As a novel contribution, the 
study compares export-led growth (ELG) and domestic demand-led growth (DDLG) hypotheses by 
employing a newly developed methodology for BRICS for the period 1991-2019. The data in the 
study is found to be heterogeneous and cross-sectionally dependent. Therefore, the study further 
employs Dumitrescu-Hurlin causality test, common correlated effects (CCE) mean group estimator 
which considers cross-sectional dependence and heterogeneity between the variables. Our findings 
support both hypotheses and also report that DDLG contributes more towards the economic growth 
of an economy than ELG. Based on the results, the study claims that ELG and DDLG are 
complementary to each other rather than competitive. 
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1. Introduction 

Every economy has an objective to achieve more balanced growth in the economy. To 
pursue this objective, various economies follow several strategies depending on the 
country-specific characteristics. Export-led growth (ELG) is one such strategy among all. 
ELG strategy is one where a country opens itself to international trade to develop its 
economy. New growth theories also suggest that open economies grow faster than closed 
economies as it leads to the adoption of new technologies and more efficiency in production 
(Jalil and Rauf, 2021). While this strategy worked for many nations it comes with 
significant risks such as dependency on foreign demand, ignorance of domestic priorities, 
and wage suppression. Moreover, many economists hypothesized that after the East Asian 
crisis export-led growth strategy that was earlier followed by East Asian economies as an 
optimal growth strategy ultimately abandon and even harmed the prospects of growth in 
developing economies (Palley, 2002; Felipe and Lim, 2005; Sgro, 2009; Mohanty, 2012). 
Krueger (1980) also recommends that the biasness of foreign demand in trade strategies is 
not sustainable in the long term because these policies are associated with higher costs. 
ELG is not a sufficient strategy to revamp the performance of the external sector and tweak 
the domestic growth of any economy. Such a type of trade policy is highly elastic to 
exogenous shocks. Moreover, many empirical studies realised the need of an alternative 
strategy that can promote economic growth (Tang et al., 2015; Venkatraja, 2015; Abosedra 
and Tang, 2019; Odhiambo, 2021). Therefore, to achieve the goal of balanced growth many 
developing economies started shifting focus from export-led growth (ELG) to domestic 
demand-led growth (DDLG). A high growth path should be achieved only through a long-
term development policy. Within this frame of reference, DDLG emphasizes that the 
economic fundamentals of the emerging economies are eroded by over-depending on 
foreign demand and foreign capital. Therefore, the focus of the policies should be more on 
private consumption to enhance the domestic manufacturing sector strategy (Mohanty, 
2012; Venkatraja, 2015; Saglam and Egeli, 2017).  

As per the macroeconomic accounting identity, there are numerous factors that affect the 
economic growth of an economy. Economic growth or GDP of an economy is composed 
of private consumption, government consumption, gross domestic investment, and net 
exports. Private consumption, government consumption, gross domestic investment or 
gross domestic capital formation (GDCF) are the components of domestic demand while 
net export (exports – imports) is the other component of GDP that is a foreign component. 
Therefore, any change in these components will bring a change in economic growth (Felipe 
and Lim, 2005; Mishra and Nancharaiah, 2016; Saglam and Egeli, 2018). Thus, four 
possibilities may arise: First when domestic demand is increasing and net exports are 
decreasing, if the resulting GDP growth is positive then this will be the result of rising 
domestic demand and this refers to domestic demand-led growth. Second, when domestic 
demand is falling and net exports are rising, if the growth is positive then growth must be 
net export-led. Third when domestic demand and net exports are deteriorating then the 
resulting negative growth would be the result of both domestic demand and net exports. 
Fourth and last when domestic demand and net exports are rising then this growth is due 
to both domestic demand and net exports. The share of which component is more in 
accelerating economic growth is not known and is part of empirical analysis.  
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The present study is different from the previous studies and contributes to the existing 
literature in a way as first there are plenty of studies (see section 3) which explore the 
export-led growth policy but the author realized that there are limited studies on domestic 
demand-led growth strategy. Second, a comparison between ELG and DDLG has been 
done for many countries but the study for BRICS nations is left untouched. Third, the 
present study is using a newly developed methodology for panel data. Therefore, this study 
aims to explore and compare the export-led growth and demand-led growth strategy using 
panel data for BRICS during 1991-2019.  

Hence, keeping in view the above background and the importance of such hypotheses, this 
study proposes to address the following research objectives:  
 First, to examine the existence of a long-run relationship between net exports, domestic 

demand and economic growth in BRICS for 1991-2019. 
 Second, to assess the direction of causality between the variables.  
 Third, to assess to what extent net exports and domestic demand impact the economic 

growth in BRICS. 

The rest of the article is organized as follows. The second section presents the institutional 
background of the BRICS organization. Section third extensively reviews the literature on 
the topic. The fourth section describes the data and its sources. Empirical analysis and 
results are reported in the fifth section, and the sixth section presents the conclusion of the 
study. 

 

2. BRICS: Institutional background 

The BRICS is an association of five emerging economies (Brazil, Russia, India, China and 
South Africa) that are critical players in international trade. Climbing economic integration 
has been observed worldwide over the past three decades. International trade is one of the 
factors that play an important role in a modern economy. Knowing the pros and cons of 
export-oriented growth policy is a matter of research for every economy. Over the last 
decades, most of them have experienced rapid growth in trade with China and India on top. 
Moreover, BRICS alliance is a vital institution having a large share in global growth. 
Despite the adverse effects of the global crisis of 2008 in the world, the average GDP per 
capita for the BRICS countries was higher than worldwide (Larionova, 2020). Table 1 
reports the GNP per capita for the different groups of countries and for the World during 
the last three consecutive ten-year periods. The period 2008-2017 defines the repercussions 
of the global economic crisis of 2008. As it is clear from Table 1 that the world was growing 
at 1.4% at the earliest period (1988-1997) and the growth rate rose to 2.8% from 1998 to 
2007. BRICS was leading the board, averaging 6.7% during this period which was only 
2.1% in 1988-1997. This highlights the BRICS standing out and emerging as a major global 
economic alliance.  

Afterward, the global economy was suddenly hit by the financial crisis of 2008. This had 
adversely affected worldwide and the effects are persisted till now. Growth rates were 
slowed down and the economy stagnated. But BRICS was one of the few institutions which 
were least affected and are the major engine of economic growth. Their joint growth rate 
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has been 5.4% with the most noteworthy countries China and India. Further, economists 
predicted that the growth rate of BRICS which is higher than the global growth rate will 
lead to a further rise in share in the global trade and it will surpass the USA and European 
countries combined by 2030 (Larionova, 2020; Rani and Kumar, 2018).  

Table 1. Annual growth rates of GNP per capita (%) (2005 $PPP) 
 1988-1997 1998-2007 2008-2017 
World 1.4 2.8 1.7 
USA 2.0 2.0 0.7 
Europe 1.8 2.3 0.6 
Other Developed countries 2.5 1.8 0.8 
BRICS 2.1 6.7 5.4 
Other emerging countries 1.5 3.2 1.1 
Developing countries 0.3 2.5 2.7 

Source: CAM World Databank (WD). 

Many factors lead to the higher growth of the BRICS organization as a whole such as 
exports, and domestic demand. Figure 1 and 2 compares the share of net exports and 
domestic demand to the growth of BRICS during 1991-2019. It is clear from the figures 
that share of domestic demand is higher for BRICS as a whole since it ranges between 0.75 
to 1.05 whereas the share of net exports is lower for all BRICS countries except South 
Africa which was 1.10 in 2002. However, the trend of share of net exports to GDP is 
dropping whereas the trend of domestic demand to GDP remains almost constant 
throughout all five countries. Conclusively, both domestic demand and net exports play a 
vital role in the economic growth of BRICS countries. This study explores the nexus 
between these three using cointegration analysis. Moreover, it is further complemented by 
CCE mean group estimator to know the share of both domestic demand and net exports in 
the growth of BRICS.  

Figure 1. Share of net exports to GDP  

 
Source: Authors’ own computation using WDI, World Bank database. 
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Figure 2. Share of domestic demand to GDP 

 
Source: Authors’ own computation using WDI, World Bank database. 

 

3. Literature review 

Exports and domestic demand are the two components that boost the economic growth of 
an economy. Most countries gave importance to the exports but after the East Asian crisis, 
the focus shifted from foreign demand to domestic demand. In the literature also exports 
have been given more importance. There are numerous studies that study the export growth 
nexus or export-led growth hypothesis. The empirical results vary depending on the 
country-specific characteristics, data and methodology used. Based on their results, there 
are two groups of studies: The first found a positive association and the second group of 
studies found a negative association between exports and growth. Most of the studies found 
a positive relationship between export and growth and conclude that exports promote 
growth (Parida and Sahoo, 2007; Amiri and Gerdtham, 2011; Hye, 2012; Korhan et al., 
2015; Al-Assaf and Al-Abdulrazag, 2015; Ee, 2016; Raghutla and Chittedi, 2020). 
However, some recent studies based on time series analysis raised some doubts and fail to 
support the positive long-run relationship between exports and economic growth using 
cointegration analysis (Cuadros et al., 2004; Bajo-Rubio and Diaz-Roldan, 2012). 
Therefore, it is necessary to find other complementary means by which economic growth 
drives. Domestic demand is one such component. Here we briefly provide a critical 
appraisal of existing studies comparing ELG and DDLG hypotheses.  

Medina-Smith (2001) analyzed the ELG hypothesis for the period 1950-1997 in case of 
Costa-Rica. The results find a positive relationship between exports and economic growth 
but their impact is relatively small. The study suggests that the ELG is beneficial only for 
limited developing countries and only to a certain extent.  
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Yew Wah (2004) examined the role of domestic demand in economic growth in Malaysia 
using cointegration analysis. He found that both ELG and DDLG hypothesis is valid in the 
short run but in the long run results did not support the ELG hypothesis. Despite there being 
a positive effect of domestic demand on economic growth which implies that domestic 
demand is important for Malaysian Growth.  

Tsen (2007) examines the relationship between exports, domestic demand and economic 
growth in the Middle East countries using the granger causality test and Geweke 
decomposition of causality. He found that consumption is more important than investment 
in contributing to economic growth. The result of the study suggested that both exports and 
domestic demand should be promoted for sustainable economic growth. Venkatraja (2015) 
estimated the relative influence of domestic demand and export demand on economic 
growth in China and India by using the linear regression model. The results show that 
China’s economic growth is driven by export demand and further analysis indicates that 
such growth is not sustainable whereas India’s growth is driven by domestic demand and 
is sustainable.  

Tang, Lai and Ozturk (2015) and Abodesra and Tang (2019) both empirically investigated 
the export-led growth hypothesis for Asia’s four little dragons and five countries in MENA 
region respectively. Both the studies find the long-run positive relationship between 
exports and economic growth but they are not in the favor of ELG hypothesis as it is not 
stable over time. They suggest that policymakers should opt for other alternatives instead 
of export to accelerate the growth of the economies. Abodesra and Tang (2019) analyzed 
the period from 1980-2012 using the time-varying TYDL Grander causality test. 
Additionally, it also suggests that government should target domestic and foreign 
investment in key sectors to improve the macroeconomic fundamentals. While Tang, Lai 
and Ozturk (2015) employed cointegration and rolling causality test on both bivariate and 
trivariate models.  

Saglam and Egeli (2017) employed the dynamic panel data analysis to compare the export-
led growth and domestic demand-led growth hypothesis in East Asian countries during 
1983-2015. The findings of the causality test show that there is two-way causality between 
net exports, domestic demand and economic growth. The dominance of a hypothesis 
depends on the country as DDLG is dominant in South Korea and ELG is dominant in 
Hongkong. It is recommended that a good combination of both ELG and DDLG is 
necessary for persistent economic growth. Saglam and Egeli (2018) comparatively 
analyzed the export-led and domestic demand-led growth hypothesis for European 
transition economies over the period 1990-2015 using dynamic panel data techniques. The 
results of the analysis found that DDLG is accepted and the contribution of domestic 
demand to economic growth is seven times more than the net exports. Odhiambo (2021) 
employed panel cointegration and the Granger causality test to examine the link between 
export and economic growth in sub-Saharan African countries for 1980-2017. The study 
found the existence of a long-run association between the variables but the study suggests 
that the strategy has limited scope and is not desirable for low-income and middle-income 
countries.  
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Further, the paper figures out some studies which are done for the BRICS alliance. Mishra 
and Nancharaiah (2016) examined the role of domestic demand and external demand in 
BRICS countries for the period 1991-2012. Though domestic demand plays an important 
role in enhancing growth, external demand cannot be neglected. Both the policies should 
be complementary rather than competitive to accelerate the pace of development. Rani and 
Kumar (2018) and Raghutla and Chittedi (2020) examined the association between export, 
import and economic growth in the case of BRICS countries. Raghutla and Chittedi (2020) 
applied the Johansen cointegration test and Granger causality test for 1979-2018. Whereas, 
Rani and Kumar (2018) employed FMOLS, dynamic OLS and VECM using panel data 
from 1967-2014. Both the studies find a positive association between export, import and 
growth and support the ELG hypothesis. Mishra (2020) examined the role of external and 
domestic demand in the growth of BRICS countries using vector autoregression analysis. 
The results are mixed depending on the individual countries of BRICS.  

From the above empirical literature, it is observed that if the export-led growth hypothesis 
is complemented by an alternative strategy it can boost economic growth. There are plenty 
of studies that explore the export-led growth policy for various countries but a lacuna of 
studies on domestic demand-led growth strategy for BRICS nations. Additionally, the 
present study is using a newly developed methodology for panel data. Therefore, this study 
aims to explore and compare the export-led growth and demand-led growth strategy using 
panel data for BRICS during 1991-2019.  

 

4. Methodology and data 

This section deals with the discussion of the methodology and data used in the study. The 
empirical estimation done in the study passes through five steps. First, the study tests the 
characteristics of the data such as homogeneity and cross-section dependence. Towards 
this, the study employs the Delta test for homogeneity and Pesaran’s test for cross-section 
dependence. Second, based on the data characteristics Pesaran’s panel unit root test is 
applied to test the stationarity of data. Third, to test the long-run relationship (cointegration) 
between variables Westerlund cointegration test is used. Fourth, Dumitrescu-Hurlin 
causality test is employed to examine the direction of causality between variables. Fifth, 
common correlated effect (CCE) mean group estimator is employed which accounts for 
heterogeneity and cross-section dependence among variables to estimate the coefficients 
of the explanatory variables.  

Moreover, the paper employs panel data for BRICS (Brazil, Russia, India, China and South 
Africa) for the period 1991-2019. As we know from the theory that economic growth is a 
function of domestic demand and net exports. It can be expressed as:  

𝑌 𝑓 𝐷𝐷, 𝑁𝐸                                                                                          (1) 

The econometric form of the regressors and dependent variable can be written in the 
following form:  

𝑌  𝛼  𝛽 𝐷𝐷  𝛽 𝑁𝐸  𝜇                                                      (2) 
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The present study uses the following model specification: 

𝐿𝑌  𝛼  𝛽 𝐿𝐷𝐷  𝛽 𝐿𝑁𝐸  𝜇                                               (3) 

Y is the GDP at the current US$ which is used as a proxy for economic growth, DD is 
domestic demand which is the summation of consumption expenditure, investment 
expenditure and government expenditure. The study used the aggregation of household 
final consumption expenditure, general government final consumption expenditure and 
gross fixed capital formation at the current US$. NE is net exports that are equal to the 
subtraction of exports of goods and services and imports of goods and services at current 
US$. The prefix ‘L’ before each variable in equation 3 represents the natural logarithmic 
transformation of the variables. The secondary data for the above variables have been 
collected from WDI, World Bank for BRICS (Brazil, Russia, India, China and South 
Africa) countries for the period 1991-2019.  

 

5. Empirical analysis 

In this section, we represent the empirical analysis and its results using STATA software. 
First of all, the paper tested for the homogeneity of the data using the delta test given by 
Pesaran and Yamagata (2008). This test is the standardized version of Swamy’s test of 
slope homogeneity for panel data models that is suitable for large samples. The test is 
generally denoted by delta (Δ  ̃) (Pesaran and Yamagata 2008).  

The Null hypothesis of the test claims that the slope coefficients are homogeneous. The 
results of the test are shown in Table 2. Here p-value is smaller than 0.05 therefore we 
reject the null hypothesis. This implies that slope coefficients are heterogeneous.  

Table 2. Slope homogeneity test 
Delta Statistics p-value
Δ  ̃ performing 10.596 0.000
Δ  ̃ adj. 23.693 0.000 

Source: Author’s own computation using Stata15. 

Cross-section dependence is one of the most important diagnostics that a researcher should 
investigate before a panel data analysis. Traditional tests unrealistically assume cross-
section independence which leads to inadequate results. In real life, cross-section 
dependence can arise due to spatial or spillover, or unobservable effects (Baltagi and 
Pesaran, 2007). Therefore, the present paper uses Pesaran’s CD test which is developed by 
Pesaran in 2004.  

The null hypothesis claims that there is no cross-section dependence. According to Table 
3, we reject the null hypothesis and there is cross-section dependence in the data.     
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Table 3. Pesaran’s test of cross-section dependence 
CD test Test Statistics p-value 
Pesaran (2004) 4.582 0.0000 

Source: Author’s own computation using Stata15. 

Pesaran (2007) panel unit root test is a second-generation panel unit root test and takes into 
account both the heterogeneity and cross-sectional dependency. The Pesaran (2007) test 
states that all series are non-stationary under the null hypothesis while the series is 
stationary under the alternative hypothesis. Table 4 shows the findings of the test and 
indicates that the null hypothesis can be rejected for all variables at 0.05 significance level. 
Thus, the variable LNE is stationary at trend and LDD and LY are stationary at both 
constant and trend.   

Table 4. Pesaran (2007) panel unit root test 
Variable t-bar z(t-bar) p-value Result 
LNE -2.314 -1.276 0.101 Non-stationary 
∆LNE -3.020 -1.707 0.044 Stationary 
LDD -2.687 -2.136 0.016 Stationary 
∆LDD -3.334 -2.462 0.007 Stationary 
LY -3.007 -2.874 0.002 Stationary 
∆LY -3.614 -3.135 0.001 stationary 

Source: Author’s own computation using Stata15. 

Table 5 illustrates the cointegration test using Westerlund's (2007) cointegration test. This 
test assumes that all variables are stationary at first difference. The null hypothesis claims 
no cointegration between variables against the alternative that some panels are 
cointegrated.  

The p-value of 0.0517 shows that we reject the null hypothesis at 5% level of significance 
and states that there is cointegration between variables.   

Table 5. Westerlund cointegration test 
 Statistics P-value 
Variance Ratio -1.6284 0.0517 

Source: Author’s own computation using Stata15. 

Dumitrescu and Hurlin (2012) introduced a test to detect granger causality in panel dataset. 
The test estimates three statistics that are W bar, Z bar and Z bar tilde. The null and 
alternative hypotheses are described as follows:  

H0: βi1 = ꞏ ꞏ ꞏ = βiK = 0                                ∀ i = 1, ..., N                                                   (1) 

H1: βi1 = ꞏ ꞏ ꞏ = βiK = 0                                ∀ i = 1, ..., N1 

βi1 ≠ 0 or . . . or βiK ≠ 0                         ∀ i = N1 + 1, ..., N 

Null hypothesis implies the absence of causality for some individuals in the panel. Table 6 
illustrates the result of the DH test for net exports and GDP.  

The p-value rejects the null hypothesis and states that there is a two-way causal relationship 
between net exports and GDP relationship during 1991-2019 for BRICS countries.  
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Table 6. Dumitrescu-Hurlin causality test 

Null Hypothesis  Statistics P-value 
LNE does not granger cause LY.  W bar 3.5326  

Z bar 4.0044 0.0001 
Z bar tilde 3.3278 0.0009 

LY does not granger cause LNE. W bar 2.4223  
Z bar 2.2489 0.0245 
Z bar tilde 1.8170 0.0692 

Source: Author’s own computation using Stata15. 

On the other hand, Table 7 shows the findings of the DH test for domestic demand and 
GDP. The results show that domestic demand and GDP have a two-way causal relationship 
during 1991-2019 for BRICS countries.  

Table 7. Dumitrescu-Hurlin causality test 
Null Hypothesis  Statistics P-value 
LDD does not granger cause LY.  W bar 2.8539  

Z bar 2.9313 0.0034 
Z bar tilde 2.4043 0.0162 

LY does not granger cause LDD. W bar 4.8746  
Z bar 6.1263 0.0000 
Z bar tilde 5.1538 0.0000 

Source: Author’s own computation using Stata15. 

The DH test only determines the causality between variables. However, it is not known 
which variables are contributing more to economic growth in the long term. Therefore, the 
value of coefficients should be estimated. Common Correlated Effects (CCE) model has 
been developed by Pesaran (2006). Many unobserved common factors are present in the 
panel dataset because of the large no. of observations. CCE approach estimates both mean 
group and pooled estimators depending on the assumption of slope homogeneity. CCE 
mean group estimator is more suitable in the case of data heterogeneity. The CCE mean 
group estimator is a simple average of the estimators of the individual slope coefficients 
(Pesaran, 2006). The study estimated the CCE mean group estimator model since the data 
in our study is heterogeneous. Table 8 represents the results of CCE mean group estimates. 
It is seen that there is a positive association between economic growth, net exports and 
domestic demand. It is also seen that all the coefficients are individually statistically highly 
significant as their p-values are very low. 

Table 8. CCE mean group estimates 
LY Coefficient Standard Error P-value 
LNE 0.1351 0.5159 0.009 
LDD 0.9716 0.0211 0.000 

Source: Author’s own computation using Stata15. 

The value of coefficients suggests that when the net exports increase by 1 percent, on 
average, the GDP or economic growth will increase by 0.13 percent holding the domestic 
demand constant. Similarly, if domestic demand increases by 1 percent, on average, the 
GDP goes up by 0.97 percent holding the net exports constant. This implies that a 
percentage increase in domestic demand contributes more toward economic growth than 
the percentage increase in net exports. The results of the present study are in line with Yew 
Wah (2004), Felipe and Lim (2005), Mishra and Nancharaiah (2016), Saglam and Egeli 
(2018), and Mishra (2020).  
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6. Conclusion 

The study primarily compares the export-led growth hypothesis and domestic demand-led 
growth hypothesis for BRICS (Brazil, Russia, India, China and South Africa) alliance 
during 1991-2019. The preliminary analysis shows that variables are heterogeneous and 
cross-sectionally dependent. Therefore, further tests are chosen while considering the 
above characteristics of the variables. The results of the Pesaran unit root test and 
Westerlund cointegration test indicate that net exports, domestic demand and economic 
growth are stationary at trend and have long-run relationships among the variables. On the 
basis of the Dumitrescu-Hurlin causality test, there is two-way causality between net 
exports – economic growth and domestic demand – economic growth. Further, the study 
employs CCE mean group estimates for the panel data from 1991-2018. The findings of 
the study show that there is a significant positive relationship between net exports – 
economic growth and domestic demand – economic growth. This implies that both the 
hypotheses (ELG and DDLG) are accepted in the BRICS organization for 1991-2019. 
Moreover, a comparison between ELG and DDLG indicates that a percentage increase in 
domestic demand contributes more toward economic growth than the percentage increase 
in net exports.  

The findings of the paper are straightforward and useful for policymakers. They provide a 
clear message to policymakers that domestic demand should be given first importance 
rather than foreign demand. In spite of this BRICS should not totally discard the export-led 
growth strategy. To sum up, the policy mix of both the strategies would be more meaningful 
in accelerating the growth of an economy and that growth would be stable and sustainable. 
Further, a country should be careful in choosing the appropriate strategy for its economy 
as the effect of exports and domestic demand on economic growth varies with the country’s 
stage of development. Odhiambo (2021) suggests that low-income countries should pursue 
a domestic demand-led growth strategy to expand the real sector of the economy and 
middle-income countries should pursue a mix of both export-led and domestic demand-led 
growth strategies. One can extend the work by including disaggregated analysis. By this, 
we mean that one can include the various components of domestic demand and analyze 
them individually. Moreover, the long-term coefficient for each cross-section unit of 
BRICS can also be individually estimated.  
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1. Introduction 

Reinsurance is the purchase of protection by the cedent insurer against risks, especially 
risks underwritten under policies issued by the insurer, in return for a reinsurance premium. 
Often, risk transfer goes beyond the jurisdictional boundaries of the cedent, geographically 
spreading risks related to exposures, especially in the case of natural catastrophes (Nat Cat), 
thus contributing to the financial stability of the jurisdiction. 

Risk mitigation techniques are those techniques used by insurance companies to transfer part 
of the risk to financially sound companies. Reinsurance is one such technique, through which 
large exposures can be covered, which provides protection, security and liquidity to the 
insurance company in case of major events. “Reinsurance plays a pivotal role in supporting 
the solvency and capital efficiency of insurance risk transfer”. (Chester et al., 2017)  

World-wide, in comparison with insurance markets, the reinsurance markets are 
significantly lower in volume. However, “reinsurance being a form of insurance, many of 
the principles and practices applying to the conduct of insurance business equally apply”. 
(Carter, 2013)  

Simultaneously, reinsurance faces the same competitive pressures as insurance. As such, 
“there are many opportunities for the industry to maintain and increase its relevance, as 
new risks grow in importance and global macroeconomic conditions become more complex 
– and therefore riskier.” (Chester et al., 2017). 

Consequently, since the insurers could significantly reduce the underwriting risk, 
“reinsurance is a key instrument for insurers and supervisors to conduct risk management”. 
(Gurenko et al., 2012)  

According to Mayers and Smith (1990), “a broader interpretation of modern financial 
theory provides an important role for reinsurance as a mechanism for reducing 
unsystematic risk”.  

Prior to any other risk, reinsurance mitigate the risk of insolvency. However, reinsurance 
is a higher cost for any insurer due to the impredictibility of the losses. According to Froot 
(2001) “the pattern of hedging against catastrophe event risk deviates from the predicted 
by theory, in the sense that protection against the largest events is often not purchased or 
unavailable and the prices deviate substantially from fair value”. 

 

2. Reinsurance – an efficient risk transfer solution in the case of risks of catastrophe  

Nat Cat are low-frequency and high-impact events characterized by a big and unforeseen 
volume of losses. As such, the major post-event risk of any insurer is to became suddenly 
insolvent if they do not have enough reimbursement capacity for claims. “Fortunately, 
resultant risk transfer mechanisms can be set in place to increase the risk capacity of 
insurers to withstand extreme risk events”. (James, 2017) 

Risk transfer through insurance/reinsurance aims to compensate direct and indirect losses, 
avoid long-term negative effects, ensure social and economic benefits, maintain welfare, 
stimulate/maintain economic activities, innovative investments, and maintain/increase 
productivity. 
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The main goals of reinsurance for an insurance company are: 
 to provide the funds required to compensate loss in the case of catastrophic events; 
 to protect company equity; 
 to contribute to decreasing the capital requirement to ensure company solvability; 
 to create financial stability through transferring and spreading risks to reinsurance 

companies from the entire world; 
 to provide underwriting capacity for the company. 

The main forms of the reinsurance categories are:  
 Proportionate of the Quota Share Treaty type through which the reinsurer agrees to take 

on for reinsurance a certain share of “every risk accepted by the cedent company in the 
initial insurance company, proportionally supporting all claims in exchange for the same 
share of all the direct premiums, less the reinsurance commission, which is a win-win 
contract for both parties and is easily managed”. (Badea and Nagy, 2012) 

 Proportionate of the Surplus Treaty type through which the reinsurer agrees to take on 
part of a risk above a certain limit called “plus/line”. The cedent reinsures only those 
amounts they do not wish to retain on their behalf. “The premium related to every risk 
is assigned to reinsurers in the same share as the insured sum of the respective risk is 
assigned for reinsurance, whereas claims are recovered from the reinsurer based on the 
same percentage calculation.” (Badea and Nagy, 2012). Pursuant to this type of contract, 
the cedent reinsures only part of any risk that goes beyond the level of its own retention. 

 Not proportionate of the Excess of Loss/Xol or X/L type – through which the cedent sets 
“its own share, a value up to which the limit of assigning the liability of the cedent shall 
be set, respectively”. (Badea and Nagy, 2012) Reinsurance will only work, in case of 
damage, for the amount exceeding own retention. Pursuant to this contract, the insurer 
assigns a relatively small number of premiums and is able to build up substantial 
protection. This type of contract, divided into “layers” is recommended in the case of 
reinsurance for natural catastrophe. 

 Not proportionate of the Stop Loss type through which the cedent commits to withstand 
loss caused during the time frame set in exchange for the equivalent of a certain share 
of the volume of premiums collected, whereas the reinsurer commits to cover everything 
that goes beyond this level.  

Reinsurance may be viewed both as a risk transfer tool, and a corporate financing tool. 
According to Garven and Lamm-Tennant (2003), reinsurance is characterized as “both a 
leverage management and risk management mechanism”. 

“Under the additional assumption that both the insurer and the reinsurer are obligated to 
pay more for larger loss, we have shown that the layer reinsurance is quite robust in the 
sense that it is always optimal over our assumed risk measures and our prescribed class of 
premium principles”. (Yichun and Tan, 2013) 

Risk transfer pursuant to reinsurance agreement is a topic of interest for the insurance 
industry. As there are no detailed provisions regarding risk transfer implementation, the 
reasoning of the entities involved plays a significant role, as both knowledge and 
understanding of all agreements with reinsurers are a must.  
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By its nature, the reinsurance contract is a business agreement between two or several 
entities with expertise in managing risk and capital. To assess whether reinsurance is 
efficient, the supervisory authorities should understand the following aspects regarding the 
cedent insurer: the reinsurance strategy and program, the risk management system, the 
impact of reinsurance in managing liquidity, the risk transfer and its economic impact. 

“A reinsurance contract could be called ‘most efficient’ if it, for a given net premium, 
maximized the reduction of the variance in the claim distribution of the ceding company.” 
(Borch, 1969) 

An analysis of the international reinsurance market over the last 30 years shows that the 
price of catastrophe reinsurance has risen due to the increased frequency of events. 
“Cedents cut back on their limits and/or increase their retentions in periods of high prices... 
There is negative compromise between the amount of protection of insurance purchased 
and the expected loss. That is, prices are high when quantity is low and cedents respond by 
adapting their purchasing behavior” (Froot, 2008). 

In 2015, one of the largest strategic partners in the area of reinsurance set up “Capital 
Partners”, meant to identify and use Munich Re reinsurance solutions as an integrated tool 
to manage risks and capital. 

An alternative to traditional reinsurance is the issuing of Nat Cat type of catastrophe bonds. 
“An initial important point of difference in that reinsurance is provided in the insurance 
market, whereas cat bonds are issued in the much larger and more diverse financial market 
– a market that has a far greater capacity than the international insurance market to absorb 
losses due to natural disasters” (Zietsch and Harpke, 2014). According to Zietsch and 
Harpke (2014), in comparison to reinsurance, in the case of Nat Cat bonds, investors may 
diversify risk. As such the risk transfer tends to be a cheaper financing protection.  

As a general rule, “policymakers should seek to increase regulatory resources, with further 
investments in people, systems, and training, so as to better enable supervisors to evaluate 
and monitor the risk management models that increasingly will be required of insurers”. 
(Groome et al., 2004) 

 

3. Catastrophe risk reinsurance financing for residential insurance in Romania 

In Romania there is a dual insurance scheme for residential buildings, which is made up of 
two complementary categories of products, namely a compulsory component and an 
optional component. Taking out voluntary insurance is conditional on the existence of 
compulsory insurance. 

Since Romania is a country which is significantly exposed to natural disasters, especially 
earthquakes and floods, in the framework of the Project implemented with World Bank 
support, “Natural Hazard Risk Mitigation and Emergency Preparedness”, the ground was 
laid for the setting up of a compulsory home insurance scheme against natural disasters. 
The compulsory home insurance system against earthquakes, landslides and floods is 
regulated by the Law No. 260/2008. Since July 2010, a compulsory insurance program 
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against catastrophe risks has been implemented in order to reduce the financial efforts of 
the Romanian Government to mitigate the effects of a natural disaster and to use budgetary 
resources to rebuild infrastructure, while increasing public confidence in the insurance 
industry and the authorities. 

The Insurance Pool against Natural Disasters (PAID) was set up having the main purpose 
of managing the compulsory home insurance system in Romania. PAID is an insurance 
pool, established through the association based on the expression of the consent of twelve 
insurance companies of Romania, which are licensed to underwrite natural disaster risks. 
The distributors of the compulsory home insurance are all the insurance companies that 
underwrite natural disaster risks. The insurance product managed by PAID is the 
compulsory home insurance policy, called PAD. It was created to provide simple and 
affordable coverage for all residential properties. The PAD insurance is a unique (product, 
with a compulsory nature, and should it not be issued, the other voluntary home insurance 
policies of Romania cannot be concluded. Voluntary home insurance policies are sold with 
a deductible excess equal to the PAD limits for earthquake, flood and landslide risks.  

The main aspects which distinguish between the two coverage categories are shown in the 
table below: 

Table 1. Compulsory vs. voluntary system in Romania 
 Compulsory system Voluntary system 
Insurance 
contract 

- the main insurance contract elements are provided in 
Law No. 260/2008 

- the contract obligations are set by each company, as 
these also have the freedom of matching the premium 
with the insured risk 

Insured 
object 

- all residential buildings are insured, regardless of 
construction quality 
- the outbuildings and the contents are excluded 

- residential buildings, their outbuildings and contents 
are insured.  
- the construction quality is high  

Insured risks - the 3 natural impact risks specific to Romania: 
earthquake, floods and landslides 

- all risks are included: natural risks (earthquake, 
landslide, floods, thunderstorm, hail etc.), as well as 
other risks, such as fire, vandalism, explosion, theft, 
etc. 
- in the case of risks of earthquake, floods and 
landslides, the difference between the value of the 
residence and the sum covered through the mandatory 
policy is covered only for the building 

Insurance 
Premium 

- lump sum, 10/20 EUR, set through law, it may be 
changed through order of the President of the Financial 
Supervisory Authority 
- it operates based on the principle of solidarity, 
meaning the same level of insurance premium is applied 
for any residence, regardless of its vulnerability level 

- it is actuarially set and varies based on the residence 
risk profile, insured sum, history of damages, insured 
object, area vulnerability, year of construction 

Sum Insured - standard 20.000/10.000 EUR, depending on the 
building materials used 

- at the reconstruction or market value; 
 

Deductible - not applicable - different deductibles may be applied, depending on 
risk, year of construction, vulnerable areas, etc. 

Risk 
selection 

- lack of risk selection and risk inspection  
- non-uniform risk spread 
- buildings technically assessed and classified in seismic 
risk class 1 are excluded 

- it is possible to select risk based on the risk level  
- risk inspections are carried out  
- possibility of risk spread 

Source: Information processed by the author based on Law No. 260/2008 and Financial Supervisory Authority 
of Romania regulations.  

It is currently mandatory that all residential properties have a PAD policy. Voluntary home 
insurance policies are sold with a deductible excess equal to the PAD limits for earthquake, 
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flood and landslide risks and no voluntary policy may be issued unless the validity of the 
PAD policy is confirmed.  

Since most of the risk for home insurance in case of natural catastrophes is taken by the 
compulsory system, it follows that the sustainability of the home insurance system in 
Romania depends to a large extent on the sustainability of the compulsory system. 

The figures below (Figure 1, Figure 2, and Figure 3) show the relationship between the two 
categories of insurance in terms of the gross underwritten premiums and the gross claims 
paid, respectively. “This relationship reflects the specific nature of the two types of 
insurance in terms of determining the insurance premiums and how damaging the insured 
risks may be”. (Radu and Alexandru, 2022) 

Figure 1. Home insurance progress (number of policies) 

 
Source: Information processed by the author based on yearly reports submitted by the Financial Supervisory 
Authority of Romania. 

Figure 2. Progress of gross underwritten premiums RON 

 
Source: Information processed by the author based on yearly reports submitted by the Financial Supervisory 
Authority of Romania. 

Figure 3. Progress of paid gross claims RON 

 
Source: Information processed by the author based on yearly reports submitted by the Financial Supervisory 
Authority of Romania. 
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In the Table 2, the author compiles the figures from the Figure 1, Figure 2, and Figure 3, 
and measures the progress of PBS and paid gross claims for home insurance. 

Table 2. Progress of PBS and paid gross claims for home insurance 
RON Home insurance Gross underwritten premiums Gross paid claims 
2016 3,007,044 459,187,757 64,315,469 
2017 3,154,153 480,601,138 76,992,938 
2018 3,187,936 501,837,498 67,232,870 
2019 3,260,185 529,833,321 98,814,870 
2020 3,302,622 544,304,675 92,266,684 

Source: compiled by the author based on the information submitted in the Financial Supervisory Authority 
reports. 

The information presented in the PAID reports and that submitted by the National Institute 
of Statistics of Romania was processed to develop the following graph (Figure 4). 

Figure 4. PAD Portfolio evolution for 2013-2021  

 
Source: compiled by the author, based on the information submitted by the National Statistical Institute and 
PAID Romania. 

Overview of the residential stock and of the residential stock insured in the compulsory 
insurance system  

The residential stock in Romania (Table 3) has recently recorded an upward trend, as a 
result of the construction of new housing units, as well as through the conversion of other 
premises into housing units.  

Table 3. The residential stock of Romania 
Total households Urban Rural Private property State-owned property 
9,156,311 5,005,544 4,150,767 9,042,824 113,487 

Source: data processed by the author based on information from National Statistical Institute. TEMPO 
Online_2020 query.  

Of the total of 9,156,311 housing units registered in Romania (according to the National 
Statistical Institute-2020), on 31.12.2021, 1,819,113 housing units were insured in the 
compulsory system (a slight increase as compared to the same period of last year: 1,753,520 
housing units), which add up to a level of coverage of 19.87%. Bucharest Municipality 
with the County of Ilfov has an insurance coverage level of 41.46% and an aggregated 
share of 25.40% in the total insured sum. The counties with the smallest insurance coverage 
level are Olt (7.97%), Teleorman (8.23%) and Botosani (8.38%). 

The breakdown of the residential stock and of the mandatorily insured housing stock by 
urban and rural Romania are shown in the Figure 5. 
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Figure 5. Residential stock split by urban/rural and insured stock split by urban/rural 

Total Residential Stock    Insured Housing Stock 

     
Source: data processed by the author based on information from National Statistical Institute National 
Statistical Institute and www.paidromania.ro  

In Table 4 the author structures the portfolio of PAID by years of construction at December, 
the 31st 2020, and December, the 31st 2021, underlining the variation in stock.  

Table 4. PAID portfolio structure by years of construction 
31.12.2020 31.12.2021 2021 vs 2020 variation 

INTERVAL PAD number Share [%] PAD number Share [%] % 
Before 1919 14,123 0.81% 11,019 0.61% -         3,104 -21.98% 
1919-1945 53,812 3.07% 51,534 2.83% -         2,278 -4.23% 
1946-1960 117,419 6.70% 116,553 6.41% -            866 -0.74% 
1961-1970 219,721 12.53% 221,098 12.15% 1,377 0.63% 
1971-1980 422,308 24.08% 425,344 23.38% 3,036 0.72% 
1981-1990 300,093 17.11% 308,210 16.94% 8,117 2.70% 
1991-2000 120,358 6.86% 124,098 6.82% 3,740 3.11% 
2001-2010 197,728 11.28% 202,475 11.13% 4,747 2.40% 
2011-2020 263,570 15.03% 316,994 17.43% 53,424 20.27% 
Unavailable information 44,388 2.53% 41,788 2.30% 2,600 -5.86% 
Grand Total 1,753,520 100.00% 1,819,113 100.00% 65,593 3.74% 

Source: data processed by the author based on information from www.paidromania.ro  
 

4. Reinsurance program of the Insurance Pool against Natural Disasters (PAID SA). Case study 

In keeping with the legal provisions, PAID SA must also contract reinsurance, thus 
ensuring the risk transfer. PAID has a reinsurance policy which ensures the continuity of a 
quality reinsurance program so as to provide for the optimization of the capital requirement 
and company protection. 

For the period 01.06.2021-14.07.2022, PAID SA holds an Excess of loss reinsurance 
program worth 1 billion euro, the largest catastrophe reinsurance program in Central and 
Eastern Europe. The company renews the reinsurance program on a yearly basis, so that it 
can best address its needs.  

The progress of the reinsurance program 2014-2020 (Table 5) follows the level of company 
exposure. 

Table 5. Progress of the reinsurance program vs. PAID exposure 
Type A Type B Total Aggregated exposure 

EUR 
Reinsurance program 
capacity EUR 

2014 1,360,478 130,851 1,491,329 28,518,070,000 450,000,000 
2015 1,445,071 145,883 1,590,954 30,360,250,000 500,000,000 
2016 1,568,354 134,693 1,703,047 32,714,010,000 800,000,000 
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Type A Type B Total Aggregated exposure 

EUR 
Reinsurance program 
capacity EUR 

2017 1,575,227 117,779 1,693,006 32,682,330,000 900,000,000 
2018 1,594,110 110,524 1,704,634 32,987,440,000 901,000,000 
2019 1,630,069 101,896 1,731,965 33,620,340,000 950,000,000 
2020 1,660,445 93,075 1,753,520 34,139,650,000 950,000,000 
2021 1,732,754 86,359 1,819,113 35,518,670,000 1,000,000,000 

Source: data processed by the author based on information from PAID. 

The construction and annual purchase of the reinsurance program follows a well-
established process, going through a certain flow, in stages and deadlines, so that the 
renewal of the reinsurance program could be carried out in due time, while ensuring the 
quality of the contractual partners and optimizing costs.  

Analysis of PAID reinsurance program  
The reinsurance program capacity is set as a result of modelling PAID portfolio and 
estimating the probable maximum loss (PML) using various earthquake scenarios, using 
the Solvability II and RMS models. The return period scenario used for setting the limit of 
the reinsurance program is minimum of 1:200-year. Based on the portfolio, the capacity is 
adjusted recurrently with new layers. 

Company own retention is set considering its impact on solvability and own funds. Pursuant 
to the articles of incorporation, own retention may only be a maximum of 50% of the 
company net assets. The risk management policy also limits the amount of own retention 
for earthquake and flood to a maximum of 75% of the catastrophe reserve. 

The lay-out of intake considers the program placement strategy of the reinsured, the appetite 
and capacity that reinsurers can allocate, as well as ensuring an optimal ratio between cost 
and level of protection.  

The selection of reinsurers is made considering the level of their ratings, given by the most 
important rating agencies, respectively: Standard & Poor’s, A. M. Best, Fitch and Moody’s. 
The minimum accepted rating is “A-” given by Standard & Poor’s, A. M. Best and Fitch, 
or A3 given by Moody’s. In order to maintain a high standard of reinsurers, there is a rating 
downgrade clause in the reinsurance treaty, which allows PAID SA to replace a reinsurer 
who is downgraded below the agreed minimum level during the reinsurance contract 
period. In order to avoid the risk of counterparty concentration, the company aims to ensure 
that no single reinsurer/group can hold more than 15% of the reinsurance program intake 
in the reinsurance portfolio. 

The reinsurance premium is set separately for each layer of the Reinsurance Program. The 
information underlying the calculation of the reinsurance cost is: the company's portfolio 
(exposure), the loss history, the structure of the reinsurance program (intake, retention, 
layers, reunifications) and the terms of the reinsurance contract. 

The cover granted through reinsurance fully follows the PAD cover conditions, i.e. the 
reinsurance contract covers direct and indirect damage caused by natural disasters 
(earthquake, landslides and floods) as provided for in Romanian laws and regulations and 
covered by the PAD policy. 
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Categories of expenditure deducted on the reinsurance program: Compensation paid to 
policy holders (in excess of own retention), benefits, expenses relating to expert appraisals 
and claims handling, court costs (including court costs in the event of an appeal against a 
claim), direct damage caused by demolition activities carried out by order of a duly 
constituted civil or local authority at the time and during the period of the event, for the 
purpose of providing claims management, subject to compliance with the terms and 
conditions of the reinsurance contract. The Nat Cat reinsurance contract only covers the 
natural catastrophes and not the man-made ones, as neither the PAD policy covers these 
risks. By way of an exception, the reinsurance contract covers damages caused to 
residential properties caused by landslides and/or floods, as a result of acts of terrorism.  

Loss recovery through the reinsurance program: There is no need for any official 
certification to recover loss from reinsurance. The reinsured is the only party able to 
define/set a loss which is covered by the PAD policy and the limits of the contract. Loss 
shall be recovered from reinsurance based on the statements of claims.  

Claim notification: Pursuant to the reinsurance contract, the Reinsured shall notify the 
Reinsurers in writing upon the receipt of a claim notification, if the claims paid and the 
reserve make up more than 75% of PAID net retention. As an event-related claims increase, 
the reinsurers shall be informed thereupon in the statements of claims which tabulate the 
damages on each layer. PAID shall inform the reinsurance brokers thereupon and the latter 
shall notify each reinsurer in its turn. 

Reserves: The notified claims reserve shall be calculated by the Claims Department as the 
sum of the reserves for notified claims. The reserve for non-notified claims shall be 
calculated by the Actuarial Department. The assigned reserve for claims shall be calculated 
by the Reinsurance Department in the case of the notified claims and by the Actuarial 
Department in the case of the non-notified claims. 

The recovery shall be performed vertically, based on layers, from a sublayer upwards until 
the last layer, depending on the size of the loss. Loss shall be recovered based on the 
estimated loss value, within the limits set in the Claims settlement clause, based on the 
assigned statements of claims, drafted by PAID. 

Reintegrating the program intake: The reinsurance contract provides for a pre-paid 
reintegration. Reintegration is necessary to provide protection through post-event 
reinsurance and decrease the solvability capital requirement, pursuant to Solvency II 
provisions. In the case of Nat Cat contracts, the reintegration premium is usually 100% of 
the reinsurance premium. The reintegration premium shall be calculated pro-rata in 
connection with the value of the loss and the remaining contract time. 

Criteria to supplement the reinsurance program: The reinsurance program may be 
supplemented by additional layers, whenever the PML exceeds the intake. Increasing 
portfolio results in increasing PML, which, in its turn, influences program intake. The 
reinsurance cost shall also increase depending on the intake increase. Thus, the relation 
between the two is a chain increase.  
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Conclusions  

Reinsurance should not only be understood as an element of cost, but more than ever, it 
should be seen as an element that brings added value for insurance companies and can be 
considered a risk transfer element, but also a financing system.  

Currently, there is a growing trend in the regulatory and supervisory system at EU and even 
global level, which focuses on the risk sensitivity/vulnerability of the capital requirements 
and the transparency of the insurance market. In view of a stable growth of the insurance 
and reinsurance market, the trend is to further the intensive dialogue between the regulatory 
authorities and the insurance-reinsurance companies. 

In the case of Romania, traditional reinsurance contracts are still seen as the best risk 
transfer option, as these also focus on other objectives, such as the level of financial results 
or efficient capital management. In fact, risk-based supervision is mainly aimed at the 
efficient management of the risk profile and the regulatory capital, considering the risk 
transfer in corroboration with partners’ rating, which leads to the conclusion that 
reinsurance becomes a capital management tool.  

Capital management through reinsurance can have effects on the volatility of 
profits/earnings, dividend levels and return on equity. One of the most important aspects 
of a reinsurance program is to estimate the reinsured risk transfer level. In order to 
determine this risk transfer level companies as well as the regulators may need to carry out 
quantitative tests. The regulators should be more risk-based oriented. The risk management 
should be enhanced in order to have a more prudential approach. 

Due to the technical complexity of quantitative tests, the lack of resources and specialized 
technical tools, both insurance companies and supervisory and regulatory authorities may 
face problems in applying and using them individually and directly, having to turn to 
companies specialized in catastrophic risk modelling (reinsurance brokers) or actuarial 
consultancy. Romania, one of the objectives of the BSR (Balance Sheet Review) exercises 
in 2015 and 2021, as organized by the Financial Supervisory Authority at the insurance 
market level, was to verify the level of risk transfer in reinsurance programs. 

Risk-based management allows insurance companies to include reinsurance as a capital 
management tool, transparently and increasing adequacy, whereas reinsurers focus on the 
value proposition of reinsurance solutions based on quantitative and qualitative capital 
management analyses.  
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Abstract. Covid-19 has adversely affected all the nations and all the sectors of all nations. However, 
the effect of the same on all the sectors of the economy need not be uniform. Moreover, the severity 
of impact need not be the same across consequent waves. Knowing the severity of the impact across 
the waves as well as across the time periods shall be quite useful for the purpose of policy 
formulation. ARCH modelling helps us to gauge the intensity of shocks sustained across the sectors 
through heteroscedasticity which can be read as a proxy for shock. To understand the severity of 
shock across the sectors, the share value of the prominent companies across the sectors have been 
taken as a proxy for their performance. Evaluating the severity of shocks across the sectors shall 
help the government to note which sector needs greater support so as to create conducive fiscal and 
monetary initiatives to enable the economy to achieve the state of normality. This paper is designed 
to bridge the aforementioned research gap. 
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Introduction 

Covid-19, pandemic has caused severe disruption in the working of entire global economy 
by creating shocks in demand and supply chain. On one hand, there has been disruption in 
demand because of the disruption caused to the purchasing power of masses by the 
pandemic induced lockdown. On the other hand, due to the demand shock, it has created 
subsequent supply shock in the economy as well. The severity of impact across the globe 
could be seen in 3 phases. Initially China became the epicenter of the pandemic, Gradually 
Italy, UK, France became the epicenters of the pandemic. In the next phase the brunt of the 
pandemic was severely felt by the economies of United States of America and India. Given 
the scarcity of resources and the severity of the burden of the pandemic, Indian economy 
implemented lockdown spanning 7 to 8 months in the first wave and 3 to 4 months in the 
second wave. This, needless to say has adversely affected all the sectors of the economy. 
Although the scale and intensity may vary across various sectors, it is pertinent to quantify 
the same, to understand the severity of the shock across the sectors. This has important 
policy ramifications at various levels. To begin with at macro level, the Central and State 
Governments can be in a better position to understand the severity of impact of Covid-19 
across various sectors so as to take measures to mitigate the adverse impact of the same. 
Moreover, understanding the severity of impact across the sectors can also enable the 
Government at national level to safeguard the interests of the said sectors while discussing 
terms of trade at international level in near future. 

Our paper at hand focuses on analyzing the adverse effect of Covid-19 across Indian 
Economy. It is widely known and acknowledged that, the pandemic by shutting down the 
economy has adversely affected the purchasing power of masses which in turn has reduced 
the aggregate demand, thereby adversely affecting the production and investment cycle 
across all the sectors. However, at the same point of time having a general idea of how 
much the pandemic has affected various sectors in terms of intensity in first wave and the 
second wave is not only going to help the policy makers to identify the resilience of various 
sectors to demand shock, but it is also going to help them to analyze the effectiveness of 
the policy initiatives undertaken by the Government to help the sectors to recover. The 
paper also aims to identify the measures which could be taken by the Government to further 
enhance the resilience of the sectors so as to make them less vulnerable for the aforesaid 
type of shocks. The findings of the study are aimed to throw light on the repercussions of 
Covid-19 on the economy which can be used by important stakeholders like policy makers, 
market participants, portfolio managers and investment bankers to take appropriate 
decisions. 

To measure the volatility across sectors the paper has taken the share prices of the 
prominent private and public companies across the sectors as a proxy for measuring the 
adverse impact of Covid-19 on Indian Economy which has been empirically analyzed by 
ARCH modelling technique. 

 

 

 



Normative analysis of the impact of Covid-19 on prominent sectors of Indian economy 153 
 

 

Literature review 

Covid-19 has created a severe financial and health crisis across the Globe (Estrada, 2020; 
Gao et al., 2021). Some of the literature has likened the impact of the pandemic to be of a 
magnitude similar to that of great depression of 1930s. While the comparison may be 
debatable, one cannot shy away from the fact that, the pandemic has adversely affected all 
the sectors. Understanding the impact of the same would be pertinent in relevant policy 
formulation. Share market has been seen as a barometer for the movement of economic 
activities at macrolevel. The performance of share prices of prominent companies in 
Industries can be used as a proxy to understand the health of the given sector. (Black, 1976.; 
Glosten et al., 1993, and Nelson, 1991) In the context of Indian economy, fluctuations in 
share values across the sectors can be inferred by analyzing the trends in stock indices like 
National Stock Exchange (Nifty) or Bombay Stock Exchange-Sensex. 

ARCH and various variants of GARCH models have been widely used by previous studies 
for understanding the impact of Covid-19 on share market. (Alfaro et al., 2020; Ashraf, 
2020; Baig et al., 2021) Some studies have also tried to understand the impact of natural 
disasters on the performance of share market by constructing various variants of ARCH 
and GARCH models (Estrada, 2020; Schoenfeld, 2020; Fomby et al., 2013; Ferreira and 
Karali, 2015). Needless, to say such studies which have been undertaken at earlier level 
have shown that the natural disasters have adversely affected the performance of share 
markets. (Skidmore and Toya, 2002; Ramelli and Wagner, 2020) Even recent studies have 
used similar econometric tools to understand the impact of Covid-19 on performance of 
share markets of China, which of course has been negative. 

There can be no second thought that, the effect of Covid-19 has adversely affected on 
various sectors on the world economy (Estrada, 2020 and Schoenfeld, 2020). In no 
uncertain terms, the prominent capital markets were adversely affected by the global 
pandemic which was duly reflected in respective indices of capital market worldwide. 
However, knowing the problem exists is one thing and knowing the severity of the problem 
is other. Since the effect of the pandemic across the sectors will not be even, the measures 
which needs to be taken by the government across the sectors need not be even as well. 
Moreover, when it comes to Indian Economy, the contributions of the sectors are highly 
skewed. The most prominent sector in Indian economy is the Service Sector which 
contributes nearly 54 percent of the gross domestic product while employing 32.28 
percentage of the workforce, while Industry contributes nearly 26 percent to the nation’s 
GDP while employing 25.12 percentage of workforce while Agriculture contributes nearly 
20 percent to the nation’s GDP while employing 42.6 percent of India’s workforce. 
Agricultural sector has been relatively robust and immune to the adverse impact of the 
pandemic. However, it was the Industrial and service sector which were severely affected 
from the pandemic, which together contributes to nearly 80 percentage of Gross Domestic 
Product. The blatant contraction of the two sectors is reflected in the contraction of Indian 
GDP by nearly 24 percentage in the wake of first Covid-19 wave which was severely 
experienced from the period of March 2020 to mid-September 2020, in which the entire 
nation was under lock down. This severely affected both service sector and Industrial 
sector. The second wave’s impact was profoundly felt from the month of beginning of 
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March 2021 to the late of August 2021. However, the second wave in terms of devastation 
on human life was more severe, particularly due to shortage of medicines and hospitals. 
The impact was profoundly felt in industrial and service sector. This shock in the 
macroeconomic variables is reflected in the finance market indices as well.  

Research Gap. Although it is evident that the pandemics effect has been severely felt 
across all the sectors, it will be pertinent to know the intensity of shock across the sectors. 
This shall enable the Government to formulate appropriate policies to utilize the scarce 
resources to promote necessary sectors so as to help the economy recover. The research 
tries understand the intensity and severity of shock spread across the sectors so as to bring 
out implications concerning policy formulation. 

Hypotheses. In the hindsight, it seems that the severity of shock will be more on Industrial 
sector as compared to financial or Service sector as Industrial sector depends prominently 
on domestic demand as opposed to service sector whose demand would seem to be more 
resilient due to diversified markets and relatively higher global presence. Hence the 
hypotheses for the given research is formulated as under: 
1. Severity of shock will be more pronounced in Industrial Sector as opposed to Service 

sector. 
2.  Severity of Shock due to adverse effect of Covid-19 will be more pronounced in case 

of Companies which are less diversified than the companies which are more diversified. 

Research methodology. The objective of the research paper is to analyze the intensity of 
the adverse impact of the pandemic on various sectors of the Indian Economy. For reaching 
the aforesaid objective, to begin with we acknowledge that the Financial Market Indices 
like NSE-NIFTY or Bombay Stock Exchange SENSEX, can be considered as barometers 
for the performance of the economy. Based on the market capitalization, we identified three 
prominent companies in Industrial Sector, Financial Sector and Service sector for the 
purpose of analyzing the trends in their share values over a period spanning two years from 
March 10th 2018 to March 10th 2021 which was collected on daily basis. In Industrial Sector 
the three companies which has been chosen based on their share value and market presence 
were Maruti Suzuki which is the largest car manufacturer in India (Mukherjee, 2020), Ultra 
Tech Cement which is the largest grey cement manufacturer in India and Tata Steel which 
is the second largest steel producer in India. To assess the repercussions on the pandemic 
on Financial sector the chosen banks were State Bank of India which is the largest Public 
Sector Bank in India which also the only public sector bank which is listed in fortune 500 
companies., Canara Bank which is the third largest Nationalized Bank in India, Bank of 
Baroda, which is the second largest Nationalized Bank in India (Business Today, 2019). 
Finally, to assess the impact on Service Sector the prominent companies which were chosen 
were Tata Consultancy Services which is the largest Information Technology Service 
company in the world by Market Capitalization, Tech Mahindra which has its presence in 
90 countries and which is also the 5th largest IT company in the world, HCL Tech, which 
is in the Forbes Global 2000 list and which is among the top 20 traded public companies in 
India with a market Capitalization of 50 billion dollars as of September 2021. 

To analyze the impact of pandemic’s shock in the course of two waves we have been built 
stable ARCH models for the 9 companies chosen across the three sectors. Before dwelling 
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into the intricacies and stability of the model, a brief introduction to the Concept of 
volatility and ARCH Model becomes relevant.  

Volatility being one of the measures of dispersion, helps in assessing returns for a given 
particular security or market index. The concept of volatility in terms of financial market 
can be understood as measurement of risk. If volatility is more, it means the security is 
subject to greater amount of risk and vice-versa. (McAleer and Medeiros, 2008) The 
macroeconomic indicators play a vital role in affecting the volatility in Bombay Stock 
Exchange or National Stock Exchange. Since pandemic has adversely affected the 
macroeconomic indicators, the effect of the same is going to be reflected in BSE and NSE 
as well, hence for the purpose of research they are regarded as barometers of economic 
performance. Now, when we assess the volatility of prominent companies across the 
chosen sectors, juxtaposing them during the period of pandemic, we will be able to assess 
the adverse shock created by Nation Wide lockdown which was imposed in the backdrop 
of pandemic waves in the span of two years. To assess the impact of shock in the chosen 
Time Series ARCH Model has been used. 

Auto regressive conditional heteroscedasticity model is an econometric tool used to 
analyze the residual result which is left unexplained by other econometric models which is 
represented by the error term. ARCH models are effectively used to model time varying 
volatility and volatility clustering in financial time series (Bollerslev, 1986; Engle, 1982; 
Caporin and McAleer, 2008; Mishra, 2017) Before constructing ARCH models, first we 
have to ensure that there is presence of ARCH effect in the chosen time series. The ARCH 
effect basically implies that periods of low volatility tends to be followed by periods of low 
volatility over a prolonged period of time and period of high volatility is followed by the 
period of high volatility over a prolonged period of time. It is to be noted that ARCH type 
models are different from stochastic volatility models since at any given point of time ‘t’, 
the volatility is pre-determined, given, the previous values (Asai et al., 2006) ARCH (1,1) 
model has two equations. One is the Conditional Mean Equation which is represented as: 

𝑌 𝛼 𝛽𝑋 𝜀                              (1) 

Wherein  𝜀 |𝜀 ~𝑁 0, 𝜎    

 The variance Equation is represented as: 

𝜎 𝜔 𝛿 𝜀                       (2) 

In Equation 1, 𝜀  is the error generated from the mean equation at time t and 𝜎  is the 
conditional variance equation. The conditional mean equation shall be helpful in 
forecasting, whereas the conditional variance equation shall be helpful in observing the 
volatility or shocks in the given time series. 

Residual diagnostics to check the stability of the model. In order to ensure that the 
ARCH Model which is built for the given time series is stable, there are 2 important 
conditions which needs to be satisfied. The first and foremost being absence of 
autocorrelation in the model. This can be verified with the help of Durbin-Watson Statistic 
whose value must be close to two and Q statistic. In Q statistic, the probability of 
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standardized residual value must be insignificant, implying there is white noise in the 
model. The next important residual diagnostic for ensuring the stability of the model is to 
ensure absence of heteroscedasticity. For ensuring absence of heteroscedasticity in the final 
model, we can go for ARCH-LM test. The null hypothesis for the test is that there is absence 
of heteroscedasticity in the model. If the probability value of the relevant test statistic is 
insignificant, then we will not be having enough evidence to reject the null hypothesis and 
we can infer that there is absence of heteroscedasticity in the final model. 

Results and discussion. The objective of the research paper was to examine the intensity 
of the volatility with the help of ARCH modelling across financial, service and industrial 
sectors by analyzing the volatility of share prices among prominent three companies chosen 
in each sector based of their market capitalization. 

Financial sector. To understand the repercussion of the pandemic wave on financial sector, 
three prominent banks were chosen: State Bank of India, Canara Bank and Bank of Baroda. 
The ARCH equation and conditional variance graph for the respective banks are illustrated 
in Tables 1, 2, and 3 along with Figures 1, 2, and 3 respectively. 

Table 1. Representing the ARCH (1,1) model for State Bank of India 
Variable Coefficient Std. Error z-Statistic Prob. 
AR(2) 0.029 0.038 0.76 0.44 
MA(5) 0.076 0.034 2.19 0.02 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0005 2.96E-05 19.00 0.00 
RESID^2(-1) 0.1715 0.042 4.00 0.0001 

Figure 1. Representing the volatility in closing prices for State Bank of India along with conditional variance 

 

Table 2. Representing the ARCH Model for Canara Bank 
Variable Coefficient Std. Error z-Statistic Prob. 
AR(5) 0.114 0.027 4.07 0.00 
MA(6) -0.146 0.026 -5.59 0.00 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0006 3.05E-05 22.19 0.00 
RESID^2(-1) 0.2874 0.042 6.72 0.00 
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Figure 2. Representing the volatility in closing prices for Canara Bank along with conditional variance 

 

Table 3. Representing the ARCH Model for Bank of Baroda 
Variable Coefficient Std. Error z-Statistic Prob. 
AR(5) 0.063 0.033 1.90 0.05 
MA(6) -0.077 0.029 -2.61 0.00 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0007 3.24E-05 23.69 0.00 
RESID^2(-1) 0.0839 0.022 3.66 0.00 

Figure 3. Representing the volatility in closing prices for Bank of Baroda along with conditional variance 

 

From the above Tables 1 to 3 and Figures 1 to 3, representing the ARCH models of 
prominent banks in India, we can see that, the impact of pandemic was more severe in the 
first wave induced lockdown. Although in terms of life lost, the effect of second wave was 
more devastating, the shock of the same on the financial sector has been relatively less 
severe as compared to the first shock. The most prominent reason, for the same is 
Government was more prepared to handle the second wave from the bitter experience of 
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lockdown initiated during the first wave. Relaxations were given to some prominent sectors 
like construction and transportation, which in turn created demand for finances in Money 
and Capital market. Moreover, due to heavy health expenditure incurred by the people in 
the second wave they were more prone to take credit from the money market. 

Industrial sector. To understand the repercussion of pandemic wave on Industrial Sector, 
three prominent companies were chosen for the purpose of analysis. They were Maruti 
Suzuki, the largest car manufacturer in India, Ultra Tech Cement which is the largest grey 
cement manufacturer in India and Tata Steel which is the second largest steel producer in 
India. 

The ARCH equations and conditional variance graphs of the three prominent companies 
representing Industrial sector are illustrated in Tables 4, 5 and 6 along with Figures 4, 5 
and 6 respectively. 

Table 4. Representing the ARCH Model for Maruti Suzuki 
Variable Coefficient Std. Error z-Statistic Prob. 
AR(6) 0.46 0.24 1.89 0.05 
MA(6) -0.42 0.24 -1.73 0.08 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0003 1.42E-05 24.40 0.00 
RESID^2(-1) 0.1714 0.0151       11.32 0.00 

Figure 4. Representing the volatility in closing prices for car manufacturer Maruti Suzuki along with 
conditional variance 

 
Table 5. Representing the ARCH Model for UltraTech Cement 

Variable Coefficient Std. Error z-Statistic Prob. 
AR(1) -0.059 0.28 -2.08 0.03 
MA(6) -0.043 0.24 -1.76 0.07 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0002 1.07E-05 25.59 0.00 
RESID^2(-1) 0.1714 0.0247       06.91 0.00 
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Figure 5. Representing the volatility in closing prices for UltraTech Cement along with conditional variance 

 
Table 6. Representing the ARCH Model for Tata Steel 

Variable Coefficient Std. Error z-Statistic Prob. 
AR(4) 0.069 0.03 2.08 0.03 
MA(5) 0.101 0.03 3.01 0.02 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0006 3.73E-05 16.54 0.00 
RESID^2(-1) 0.1715 0.0434       03.94 0.00 

Figure 6. Representing the volatility in closing prices for Tata Steel along with conditional variance 

 

From Tables and Figures 4 to 6, we observe that even Industries too had suffered severe 
shock in first wave and interestingly in the second wave, industries especially automobile 
and cement doesn’t seem to have born any shock in second wave at all. Even when we 
analyze the shocks of steel company, we do not see any particular spike in variance during 
the second lockdown, although we do observe some shock, it is to be noted that it has 
occurred after the end of second wave which may have been due to some factors other than 
the pandemic. Hence, Industries seem to have borne the shock of 2nd wave of the pandemic 

.000

.001

.002

.003

.004

.005

2,000 

4,000 

6,000 

8,000 

10,000 

IV I II III IV I II III IV I II III

2018 2019 2020 2021

Close CONDITIONAL_VARIANCE_UTC

.000

.001

.002

.003

.004

0 

400 

800 

1,200 

1,600 

IV I II III IV I II III IV I II III

2018 2019 2020 2021

Close CONDITIONAL_VARIANCE_TSTL



160 G.K. Chetan Kumar, K.B. Rangappa, S. Suchitra 
 
in a more resilient manner as compared to the financial sector. This is not what was 
expected as, one of our hypotheses was Industries would be more severely affected by 
pandemic’s shock across two waves due to their dependence on domestic demand. 
However, the resilience may be attributed to the relaxations given by Government to 
industrial sector during second wave of the pandemic, which have helped them to cope up 
with the pandemic in a more resilient manner. Hence although the market of the companies 
under consideration were limited to India and few other countries, due to the relaxation 
provided by the Government and the predominant share of the domestic market of the 
industries, the major players of Industrial sector were able to absorb the second wave’s 
shock in a resilient manner. 

Service sector. To gauge the repercussions of pandemic on tertiary sector, three prominent 
service sector enterprises were taken into consideration which were namely, Tata 
Consultancy Services, Mahindra Tech and HCL Tech. The ARCH equations and the 
conditional variance graphs of these prominent enterprises are illustrated through Tables 7 
to 9 and Figures 7 to 9 respectively. 

Table 7. Representing the ARCH Model for Tata Consultancy Services 
Variable Coefficient Std. Error z-Statistic Prob. 
AR(1) -0.03 0.02 -1.62 0.10 
MA(5)  0.08 0.02 -3.11 0.00 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0001 6.62E-05 30.01 0.00 
RESID^2(-1) 0.1714 0.0313       05.47 0.00 

Figure 7. Representing the volatility in closing prices for Tata Consultancy Services along with conditional variance 

 
Table 8. Representing the ARCH Model for Tech Mahindra 

Variable Coefficient Std. Error z-Statistic Prob. 
AR(1)  0.06 0.030 -1.62 0.04 
MA(6)  -0.03 0.022 -1.67 0.09 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0002 1.01E-05 27.99 0.00 
RESID^2(-1) 0.1714 0.0180       09.49 0.00 
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Figure 8. Representing the volatility in closing prices for Tech Mahindra along with conditional variance 

 
Table 9. Representing the ARCH Model for HCL Tech 
Variable Coefficient Std. Error z-StatisticProb. 
AR(2)  -0.04 0.023 -2.14 0.03 
MA(5)  0.05 0.023 2.22 0.02 
Variance Equation 
Variable Coefficient Std. Error t-Statistic Prob. 
C 0.0002 8.24E-06 30.53 0.00 
RESID^2(-1) 0.1714 0.0277       06.16 0.00 

Figure 9. Representing the volatility in closing prices for HCL Tech along with conditional variance 

 

According to the hypotheses framed, we assumed that, the companies which had diversified 
markets were relatively more resilient in facing demand shock induced by the pandemic 
waves as opposed to the companies which had relatively less diversified markets. 
Diversification of markets was measured in terms of the number of countries in which the 
enterprises had their subsidiaries. It was also assumed that, service sector would be more 
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resilient as compared to Industrial sector due to their diversified base. From analysing the 
volatility in the share prices of the prominent enterprises we infer that the intensity of 
demand shock was quite severe in the first wave. However, the second wave which made 
its presence felt in from late 1st to early 3rd quarter of 2021 does not seem to have affected 
the share prices. It seems that the diversified markets of the prominent service sector 
enterprises have indeed enabled them to stay resilient in the face of second wave of the 
pandemic. It is to be noted that, the intensity of first wave was severely felt all across the 
world, so, despite diversification of the market, the intensity of demand shock was also felt 
by service sector enterprises in a significant manner. 

Summary and policy implications. The objective of the paper was to analyse the intensity 
and impact of demand shock caused by pandemic across the prominent sectors of the 
economy. To analyse the same two hypotheses had been framed. One of which being the 
companies with less diversified markets would be more prone to demand shocks as opposed 
to the companies which were more diversified. However, this hypothesis although seemed 
right in context of service sector, did not stand true in context of Industrial Sector. It is true 
that service sector due to its market diversification seemed resilient in the second. However, 
in the first wave despite market diversification, we see Indian Service sector receiving 
severe shock. This may be attributed to the fact that first wave had created a global 
disruption across all the nations, for which none of the nations were prepared. Hence 
diversification of markets, couldn’t boost the resilience of service sector in the first wave. 
However, when it comes to second wave, globally the nations were more prepared and 
most of the nations had put in place adequate infrastructure to systematically deal with the 
pandemic. Thus, the service sector was able to leverage the diversification of its market to 
boost its resilience in the face of pandemic’s second wave. 

 Although the market diversification of Industrial companies in terms of their global 
presence was relatively very less as compared to the global presence of Service Sector 
Enterprises, the big Industrial Players were able to sail through the second wave relatively 
smoothly due to the support which was provided to them through relaxation of rules by the 
Government. The relaxation of restrictions and concessions given by the Government, 
particularly for construction, transportation and steel production created cross industrial 
demand enabling these three prominent sub sectors to stay resilient in the face of second 
wave.  

The other hypothesis of the research was that the Industrial sector would be more 
susceptible to demand shocks as compared to their service counterparts due to their 
relatively higher dependence on domestic demand. However, due to timely support and 
relaxations given by the Government to construction and transportation companies they 
were not as vulnerable as they were supposed to be during the second pandemic induced 
lockdown.  

It is also to be noted that, across the two waves, intensity of shock to the financial sector 
was more severe than Industrial or Information Technology sector. 
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Thus, keeping in context the backdrop of the health of prominent players of prominent 
sectors of the economy, the following measures, if taken by the Government shall aid in 
faster recovery of the economy: 

1. Since, the intensity of shock was more severe in financial sector across the two waves 
as compared to Industrial or IT Sector, the monetary authority could employ expansionary 
monetary policy. This shall not only help financial sector to revert back to normalcy at a 
faster pace, it shall also help the economy recover faster through operation of both 
multiplier and accelerator effect. 

2. It is interesting to observe that, due to domestic support provided by the Government in 
the eve of second Wave, Industry and transportation sector were able to face the demand 
shock in a more resilient manner. On the other hand, the improving global condition, helped 
to provide conducive environment for the prominent players in the Information Technology 
sector to remain resilient in the backdrop of second wave. Thus, in the current position, it 
would be rational for the Government to follow balanced approach when it comes to 
framing measures for putting Industrial and Service Sector in path of recovery and growth. 
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Abstract. This study analyzes linear and nonlinear impact of exchange rate on inflation in Pakistan. 
Time series analysis is performed under ARDL and nonlinear ARDL framework to analyze that how 
in long and short run inflation get affected by exchange rate. Time series data (monthly) of Pakistan 
from 1980 (January) to 2019 (April) is utilized for analysis. ARDL model shows that real effective 
exchange rate has negative and significant impact on inflation in the long run, however, nonlinear 
ARDL (NARDL) model found that exchange rate deprecation increases inflation in long run, while 
appreciation decreases inflation in long run. The NARDL model proves that exchange rate has 
nonlinear effects on inflation in Pakistan. One-way causality exists from inflation to exchange rate 
as well as to appreciation of exchange rate in Pakistan. Government has to formulate policies to 
stabilize the exchange rate, while strong financial and capital markets are required to minimize risk 
of exchange rate to protect the international competitiveness. 
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1. Introduction 

Continuous increase in prices have always been a serious concern for policy makers in 
developing economies. It is more adverse when the imported prices cause to increase or 
decrease the domestic prices. Imported prices lead to fluctuate in the domestic prices due 
to which the domestic policies become less effective. Policy makers show reluctance to 
undertake the adjustment of exchange rate, despite the recognition of overvaluation of the 
prices. Increase in price level undercut the competitiveness that devaluation is designed to 
achieve. Several developing economies faces the fluctuation in prices which is considered 
to be dangerous for economic growth and prosperity. Prices started to increase from mid-
1970 in Pakistan, while exchange rate shows depreciation continuously from 1980.   

Fluctuations in the domestic price level is explained by foreign inflation in less developed 
economies of Asia (Rana and Dowling, 1985). Therefore, developing countries cannot 
perform much to control domestic inflation, while developed economies have efficient 
policies to control inflation as well as influence the developing countries inflation. 
Generally, monetary expansion is linked with inflation. Price level increase is represented 
through proliferation of money supply. Exchange rate elasticity is chosen because it 
socializes devaluation and is less disturbing for the economy. Exchange rate adjustment is 
considered to be a controversial policy. Fluctuation in exchange rate policy leads to 
disturbance in income distribution and economy as whole. Various researchers analyzed 
association among exchange rate and inflation. Dornbusch (1987), Krugman (1986), 
Knetter (1989), and Choudhary and Khan (2002) showed no association among exchange 
rate and inflation. Rana and Dowling (1985), Deravi et al. (1995), Choudhri and Hakura 
(2006), Choudhri et al. (2005), Zorzi et al. (2007), Jaffri (2010), Monfared and Akin (2017), 
and Musawa and Mwaanga (2017) found positive relation between inflation and exchange 
rate. However, Wang (2013), Wu and Yu (2017) argued that exchange rate causes domestic 
prices to fall.  

In recent times, the major objective of government policy is to control domestic inflation 
as well as exchange rate. These policies maintain economic stability and employment in 
the country without direct intervention of government. Much work is done in this context 
in developed economies, but there is slight work in Pakistan. This paper fills the gap by 
providing empirical analysis on the association among inflation and exchange rate. Major 
goal of this research is to measure linear and nonlinear impact of exchange rate on inflation 
in Pakistan. Major prominence of this research is to provide better knowledge and 
understanding to policy makers in evaluating and understanding how exchange rate affects 
the inflation. This study is useful for government officials and central banks for making the 
desirable decision in macroeconomic policy to maintain exchange rate fluctuation and 
economic growth. 

Remaining paper is arranged as: Review of literature is discussed in Section 2. Section 3 
focused on methodology and data. Section 4 contain findings of linear and nonlinear impact 
of exchange rate on inflation. Conclusion and policy recommendations are provided in 
Section 5. 
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2. Literature review 

Pass-through of incomplete exchange rate is explained through industrial organization 
theory of Dornbusch (1987), Krugman (1986), and Knetter (1989), which argued about no 
effect on prices of exchange rate. Rana and Dowling (1985) analyzed relationship among 
inflation and exchange rate in nine Asian under-developed economies. Results depicted 
that increase in money supply and fluctuation of exchange rate showed no effect on 
inflation. Krugman (1986) examined the real impact of prices to market by foreign 
suppliers in Germany through movement in exchange rate. Results depicted that pricing to 
market is not universal, while the import prices of transport equipment and machinery are 
sticky. Deravi et al. (1995) examined how exchange rate depreciation impacts price level. 
Results depicted that inflation rise because of money supply and exchange rate. Moreover, 
depreciation of dollar lead to increase in the inflation over the last two decades.  

Siddiqui and Akhtar (1999) analyzed that how fluctuations in foreign prices affect domestic 
prices in Pakistan. They found that significant unidirectional and bi-directional association 
exists among the fluctuation in the domestic prices and exchange rate. Choudhary and Khan 
(2002) examined linear association of inflation with exchange rate. Results showed that no 
association exists among inflation and devaluation of rupees. Hyder and Shah (2004) 
examined exchange rate impact on wholesale and consumer price index in Pakistan. 
Findings depicted moderate effects on domestic prices of exchange rate. However, 
exchange rate impacts wholesale prices more than consumer prices. 

Choudhri et al. (2005) analyzed exchange rate pass-through on prices under open economy 
macroeconomic models. Results showed positive association among inflation and 
exchange rate, while currency policy is used to control the inflation by keeping the inflation 
at lower levels. Choudhri and Hakura (2006) investigated association among low 
inflationary pressure and less exchange rate in seventy-one countries from 1979 to 2000. 
They showed significantly positive association among exchange rate and inflation. Zorzi 
et al. (2007) analyzed mechanism of pass through of exchange rate to prices in twelve 
developing economies of Asia, Latin America and various parts of Europe. Positive 
association among pass through of exchange rate and inflation was found, this also supports 
Taylor’s hypothesis.  

Jaffri (2010) examined effects on consumer price index in Pakistan of exchange rate from 
1995 to 2009. Results showed that foreign inflation lead to increase in domestic inflation. 
Wang (2013) examined how exchange rate impacts fluctuations in prices in China from 
2005 (July) to 2013 (June). They found that nominal exchange rate and CPI are negatively 
associated, while ratio of pass through depicts hysteretic behavior. Helali et al. (2014) 
examined how exchange rate fluctuations impact in long and short run in Tunisia. Results 
depicted that exchange rate effects prices strongly but not output. 

Monfared and Akin (2017) analyzed relationship among inflation and exchange rate in Iran. 
Findings showed direct proportionality among inflation and exchange rate. Moreover, 
money supply has positive relation with inflation and inflation only gets affected by money 
supply but not exchange rate. Musawa and Mwaanga (2017) examined how 
macroeconomic components and prices of commodities impact stock market. They found 
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that exchange rate immediately affects stock market and causes price level to increase. Wu 
and Yu (2017) analyzed effect of fluctuation in Australian dollar- Chinese renminbi 
exchange rate on consumer price index. Findings showed negative association among 
consumer price index and Australian dollar-Chinese renminbi.  

 

3. Methodology and data 

Fluctuation in exchange rate causes import prices to change which then leads to change 
domestic prices of goods and services. Bailliu and Fujii (2004), Khundrakpam (2007), and 
Ghosh and Rajan (2008) proposed theoretical and empirical model to inspect effects on 
domestic prices of exchange rate pass-through. Following time series model is used to 
estimate the association among inflation and exchange rate. First model measures linear 
impact of exchange rate on inflation as:  

𝐼𝑁𝐹 𝑓 𝑅𝐸𝐸𝑅                   (1) 

Where, INF is inflation, and REER is real effective exchange rate. 

Second model examines nonlinear impact of exchange rate on inflation as: 

𝐼𝑁𝐹 𝑓 𝑅𝐸𝐸𝑅 , 𝑅𝐸𝐸𝑅    (2) 

Where, 𝑅𝐸𝐸𝑅 and 𝑅𝐸𝐸𝑅  are decomposition of partial sums of variables. 

Time series analysis should be deal with proper care otherwise it produce misleading 
results. For avoiding unit root problem, PP and ADF tests are used. Dickey and Fuller 
(1981) described the “Dickey Fuller (DF)” unit root test assumes that error term is 
uncorrelated. Augmented Dicky Fuller (ADF) test is used when there is problem of serial 
correlation and Dickey Fuller unit root test is augmented via considering the lag of 
dependent variable. To avoid the problem of serial correlation, Phillips and Perron (1988) 
does not add the lag of dependent variable, while it uses the non-parametric statistical 
method to resolve the issue. 

Cointegration among variables can be checked through different techniques (Johansen and 
Juselius, 1990; Engle and Granger, 1987). Pesaran et al. (2001) proposed “Autoregressive 
Distributive Lag (ARDL)” model in which variables have mixed integration order. ARDL 
bound test have two assumptions such as no variable is integrated of I(2), while regressand 
must be integrated of order I(1). ARDL bound technique is much better than other 
approaches because pre-testing is not necessary. However, adjustment in short run is 
depicted by error correction term (ECT) with long run specification of ARDL model with 
the simple linear transformation: 

Δln 𝑌 𝐶 ∑ 𝛼 ∆ ln 𝑌 ∑ 𝛽 ∆ ln 𝑋 𝜑 ln 𝑌 𝜑 ln 𝑋 𝜀       (3)     

Where, α and β represent the dynamics of short run coefficients, long run coefficients are 
represented by φ1 and φ2 which depicts the marginal changes in dependent variable caused 
by fluctuations in independent variables, and first difference of the variable is represented 
by Δ. Following null hypothesis is used to check cointegration: 
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H0: φ1 = φ2 =0 (No cointegration) 

H1: φ1 = φ2 ≠ 0 (Cointegration) 

Null hypothesis should be rejected if F-statistics is more than the upper bound value, while 
accepted if the value of F-statistics falls below the lower bound values. If value lies among 
the upper and lower values then results would be indecisive. Dynamics of short run are 
measured by converting the ARDL model into “ECM (Error Correction Model)”. ECT 
explains adjustment rate of variables towards equilibrium and convergence in short run by 
a negative sign.  

Nonlinear ARDL (NARDL) model explained by Shin et al. (2014) based on Pesaran and 
Shin (1999), and Pesaran et al. (2001) linear ARDL model. Granger and Yoon (2002) and 
Schroedert (2003) methodology was adopted by Shin et al. (2014) to decompose a 
stationary variable into different variations i.e. positive and negative. So, two components 
for variable x, partial sum of variables are: 

𝑥 ∑ ∆𝑥 ∑ max ∆𝑥 , 0                  (4) 

𝑥 ∑ ∆𝑥 ∑ min ∆𝑥 , 0                  (5) 

Long run relation of y and x in a nonlinear structure is as follows:  

𝑦 𝛽 𝑥 𝛽 𝑥 𝜇                   (6) 

𝑥 𝑥 𝑥 𝑥                     (7) 

Where, 𝛽  and 𝛽  are long run parameters, and 𝑥 and 𝑥  are scalars of decomposition 
partial sums. NARDL models can be specified for two variables as: 

∆𝑦 𝜌𝑦 𝜃 𝑥 𝜃 𝑥 ∑ ∅ ∆𝑦 ∑ 𝑛 ∆𝑥 𝑛 ∆𝑥 𝜀   

(8) 

The asymmetric changes in the component of x are given by: 

𝑚 ∑   & 𝑚 ∑                   (9) 

ARDL bound test determines long run relation of variables but direction of causality is not 
provided. Causality is determined through Granger causality test. Granger (1988) said that 
framework of ECM can be used to determine causal association among variables. 
Coefficients of lagged term captures dynamics of short run and error correction term has 
information of causality of long run.  

Monthly time series data of Pakistan from January 1980 to April 2019 is utilized for 
analysis. Data of real effective exchange rate and inflation is taken from Pakistan Economic 
Survey (various issues). Both the variables are converted into standardize unit for a 
meaningful comparison. 
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4. Results 

PP and ADF tests result are stated in Table 1. ADF test shows that inflation and exchange 
rate are integrated of order one. Phillip-Perron (PP) unit root test is used to confirm the 
results of ADF test and shows that both variables are I(0). 

Table 1. Unit Root Tests Result 
Var ADF Test PP Test  Results 
 I(0) I(1) I(0) I(1) ADF PP 
Inflation -1.9986 -10.9782*** -3.2122** -19.4500*** I(1) I(0) 
Exchange Rate -1.9149 -14.8456*** -1.8143* -14.7544*** I(1) I(0) 

Note: ***, **, * shows significance at 1%, 5% and 10% level respectively. 

ARDL bound test is used to find the long run association among the variables. Bound test 
is applied on both the models and Table 2 reports results. Lag length criterion is based on 
SIC. Lower and upper bound values is compared with F-statistics (Pesaran et al., 2001). 
Bound test results depict that F-statistics is greater than upper bound at 1 percent level of 
significance which shows rejection of null hypothesis in both the models. 

Table 2. Results of Bound Test 
Dependent Variable: Inflation F-Statistics 1 % critical values Bound Test Co-integration  Exist 
ARDL Model 
Model  I(0) I(1)  
F(Inf |REER) (4, 1 ) 10.0048 6.56 7.3 Yes 
NARDL Model 
F(Inf |REER+, REER-) (4, 1, 0 ) 10.2778 4.19 5.06 Yes 

Serial correlation and model specification tests are used to escape from deceptive results. 
Before estimating the short and long run parameters, Ramsey Reset test and Breusch-
Godfrey LM tests for misspecification problem and serial correlation are applied. 
Diagnostic tests results are shown in Table 3 and indicates that ARDL and NARDL models 
have no misspecification or serial correlation problem. 

Table 3. Results of diagnostic tests 
Model Diagnostic Test F-statistics (p-value) Results 
ARDL Model Breusch-Godfrey LM Test for Serial Correlation: 1.4226 

(0.2422) 
No Serial Correlation exists 

Ramsey Reset Test for Model Specifications: 0.40094 
(0.6887) 

No Misspecification Error 

NARDL Model Breusch-Godfrey LM Test for Serial Correlation: 2.1677 
(0.1156) 

No Serial Correlation exists 

Ramsey Reset Test for Model Specifications: 0.4891 
(0.4847) 

No Misspecification Error 

Long run and short run parameters are estimated after applying the diagnostic tests as 
suggested by Pesaran et al. (2001). Long run and short run dynamics of ARDL and NARDL 
model are reported in Table 4 panel A and B respectively.  

Table 4. Long run and short run dynamics 
Dependent Variable Inflation 
 ARDL Model NARDL Model 
Panel A: Long Run 

REER 
-0.5769* 
(0.3388) - 

REER+ - -3.1306*** 
(0.9536) 
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Dependent Variable Inflation 
 ARDL Model NARDL Model 

REER- - 
0.7842*** 
(0.2668) 

Panel B: Short Run ECM 

ECT(-1) -0.0463*** 
(0.0103) 

-0.0617*** 
(0.0110) 

***, **, * shows significance at 1%, 5% and 10% respectively. 
Note: Standard errors are in parenthesis. 

Negative and significant impact of real effective exchange rate exists on inflation in the 
long run in ARDL model. It indicates that appreciation of exchange rate reduces domestic 
inflation. These results are consistent with exchange rate deprecation and increase in 
domestic prices of Rana and Dowling (1985), Deravi et al. (1995), Choudhri and Hakura 
(2006), Choudhri et al. (2005), Zorzi et al. (2007), Jaffri (2010), Monfared and Akin (2017), 
and Musawa and Mwaanga (2017). Exchange rate is negatively related with extremely high 
inflation rate, while favorable exchange rate is linked with low inflation rate for a country. 
Interest rate have direct association with inflation that influences the exchange rate of the 
country. Increased consumption level and economic growth is directly proportional to the 
low level of interest rate due to which currency value increases. When demand increases 
due to increase in consumption then it eventually lead to increase in inflation. Foreign 
investment is attracted by high interest rate which tend to increase the fluctuation in the 
demand for currency.  

However, nonlinear ARDL (NARDL) model shows that variable representing positive 
partial sum (REER+) representing appreciation carries a significantly negative coefficient 
and implies that appreciation is associated with decrease in domestic prices in long run in 
Pakistan. Negative sum of real effective exchange rate (REER-) representing depreciation 
is significantly and positively associated with domestic inflation in Pakistan. The NARDL 
model shows that exchange rate has nonlinear impact on inflation. Linear ARDL model 
leads to misleading results, while NARDL shows that exchange rate nonlinearly affected 
inflation in Pakistan. A country with stable exchange rate leads to higher economic growth 
and prosperity. 

Figure 1. CUSUM Test of ARDL                                      Figure 2. CUSUM Test of NARDL 
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Dynamics of short run is measured by error correction term. ECT explains adjustment rate 
of variables towards equilibrium and convergence in short run by a negative sign. Table 4 
panel B reports the dynamics of short run. ECT term in both models is significant and 
negative in short run, hence convergence exists. CUSUM test measures the stability of 
parameters of both ARDL and NARDL model. Figures 1 and 2 shows the CUSUM test of 
ARDL and NARDL model respectively and shows that both the models are stable. Results 
of causality test are shown in Table 5. In short run, one-way causality exists from inflation 
to exchange rate and positive partial sum of exchange rate exchange rate.  

Table 5. Results of causality test 
Model F-Statistics Causality 

Inflation  Exchange Rate 3.1388* Yes 
Exchange Rate  Inflation 1.1298 No 
Inflation  Positive Exchange Rate 6.2659** Yes 
Positive Exchange Rate  Inflation 0.2389 No 
Inflation  Negative Exchange Rate 0.5909 No 
Negative Exchange Rate  Inflation 0.0064 No 

Note: ** and *** shows significance at 5% and 1% level respectrively. 

 

5. Conclusion 

Policy makers in developing countries face severe problems to manage imported inflation. 
Fluctuation of exchange rate increases or decreases domestic prices. This study analyzes 
linear and nonlinear impact of exchange rate on inflation in Pakistan. Time series analysis 
is performed under ARDL and nonlinear ARDL framework to analyze long and short run 
impact. Time series data (monthly) of Pakistan from 1980 (January) to 2019 (April) is 
utilized for analysis. The major rationale of this research is to provide better understanding 
to policy makers in evaluating and understanding how exchange rate affects the inflation. 

Results of ARDL model in long run showed that real effective exchange rate has negative 
and significant impact on inflation and indicates that exchange rate appreciation decreases 
domestic inflation. Results of NARDL model shows that in long run, deprecation increases 
inflation, while appreciation is negatively and significantly related with inflation. The 
NARDL model proves that exchange rate has nonlinear impact on inflation in Pakistan. 
Stable exchange rate increases economic growth and prosperity in a country. One-way 
causality exists from inflation to exchange rate and positive partial sum of exchange rate 
exchange rate in Pakistan.  

Following policy recommendations are advocated on the basis of above results: firstly, 
government has to formulate policies for exchange rate stability. Secondly, strong capital 
and financial markets are required to reduce risk of exchange rate as well as to protect the 
international competitiveness. 
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Abstract. An open-ended mutual fund is an institution designed to provide both diversification and 
professional management at a relatively low cost. The directors consider issuing new shares or 
withdrawing old shares at any time, depending on the evolution of the capital market. In this context, 
in the article we started from identifying the possibilities to consider mutual portfolios as diversified 
ones, being included, as a rule, over 100 different titles. This is due more to the size of the fund than 
to the desire to minimize risk. In these circumstances, given that most funds diversify extensively, 
volatility should provide a good arrangement for variability to ensure a fairly high return on capital 
market placement. The purpose of this article was to clarify the issues related to these mutual funds, 
so that the analysis focuses on determining what is the prospect of achieving a reasonable return 
from the point of view of the holder of the invested portfolios. The methodology used was, by taking 
brief but important examples, what the situations are and how the mutual portfolios placed on the 
market behave. We used the graphical representations, but also a method of analysis by using the 
Dow-Jones portfolio, consisting of 23 funds with low rates. We also used the logical method of 
interpreting and comparing the results obtained in different circumstances, indicating through some 
models what should be the analytical capacity of investors of asset portfolios on the capital market. 
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Introduction 

In this article, we started by defining the concept of mutual fund context in which, then, we 
performed an evaluation of the performance of such a placement. Of course, we have 
presented various cases, taking and processing a small amount of data that can be further 
extended, so that we can reach a conclusion on the return that the investor can expect by 
placing mutual portfolios. 

The mutual fund portfolio is more conservative than the standard securities portfolio. This 
is because a certain perspective is assigned to such a placement. 

We have also dealt with this as a special situation, when several funds are represented 
below the yield line that any portfolio investor considers to be the desired one or the one 
that provides a convenient financial solution. 

Of course, differences in diversification may not have resulted in poor results, as risk was 
measured by volatility, not variability. The volatility of a portfolio and its variability are 
two notions that have different meanings, but which can have influences on mutual fund 
investments in the capital market. 

 

Literature review 

The capital market and the prospects of investors to get the best returns are topics that have 
been in the attention of many researchers. Amenc and Le Sourd (2003) approached 
portfolio theory, and in 2013 M.G. Anghel has published a paper on portfolio management 
and analysis models. Anghelache, Anghel and Bodo (2016) published a study on the static 
model of portfolio choice. Armeanu (2008) was concerned with the profitability and risk 
of the portfolio consisting of two securities. Baule (2010) presented a paper on the selection 
of the optimal portfolio for a small investor, given the risk and cost of the transaction. 
Clemencon and Skanderbeg (2009) conducted a study on the selection of a portfolio at 
extreme risk of measurement. Cox and Huang (1989) analyzes the optimal consumption 
and the policies of placing portfolios according to the share price. Dragotă et al. (2009) 
published a paper in which he gives a comprehensive presentation on how to manage 
securities portfolios. In 2011 Geromichalos and Simonovska analyzed a number of aspects 
regarding the liquidity of assets in the formation of international portfolios, and Harvey et 
al. (2010) focus on the analysis of portfolio selection with high moments. Li and Smetters 
(2011) published a study on choosing the optimal portfolio in the context of ensuring social 
security indexation. Markowitz (1959) published extensive material on portfolio selection 
in the context of investment diversification. Merton (1971) was concerned with optimal 
consumption and portfolio rules when using a continuous time model. Stancu (2007) 
published a paper in which he presents a study on the financial market and portfolio 
management. In 2012 K.D. West performed an econometric analysis using a model in 
which the reduction factor is close to one. 
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Methodology, data, results and discussions 

An open-ended mutual fund is an institution designed to provide both diversification and 
professional management at a relatively low cost. Administrators are prepared to issue new 
shares or withdraw old shares at any time. The net asset value per share is calculated by 
dividing the current market value of the fund's holdings by the number of its outstanding 
shares. In general, old shares can be redeemed for the total (current) net asset value. New 
shares are usually sold for an amount equal to the net asset value plus an 8 to 10 percent 
tax that is intended for sale. When securities are bought or sold, additional brokerage fees 
are incurred. Such costs are not explicitly reported. They are simply added to the purchase 
price when calculating purchase costs and are deducted from the selling price when 
calculating sales proceeds. 

Mutual funds are important for two reasons. First of all, managers invest a lot of money for 
many investors. Secondly, the performance of a mutual fund is a matter of public record. 
The results can be reasonably considered typical for the performance of professional 
securities analysts and investment managers. 

Most mutual funds have diversified portfolios, usually including over 100 different 
securities. This may be due more to the size of the fund than to the desire to minimize risk. 
The very act of investing 1 or 2 percentage points in the capital of a large fund could bid 
for the price of a security to rob it of its original appeal. 

As most mutual fund portfolios are highly diversified, their performance is closely 
correlated with that of the market as a whole. Figure 1 shows the proportion of change in 
the rate of return attributed to market fluctuations for a group of 115 mutual funds.  

Figure 1. The rate of change in the rate of return attributed to market fluctuations 

 
Source: The authors established conventional data that they represented graphically. 

On average, about 85 percent of the variation could be attributed to market fluctuations. In 
other words: 

𝑏 𝜎 ~0,85𝜎   

Considering the square root of both axes, we can rewrite the above relation as follows: 

𝜎 1,085𝜎 𝑏   
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As most funds diversify extensively, volatility (𝑏 ) should provide a good arrangement for 
variability (𝜎 ). Figure 2 shows that the performance of each of the 34 mutual funds was 
assessed using the reward-variability ratio and the funds were ranked from best (1st place) 
to most unsatisfactory (34th place). The procedure was repeated, using the reward-volatility 
ratio. As Figure 2 shows, the rankings were very similar.  

Figure 2. Mutual funds using the reward-variability ratio 

 
Source: The authors established conventional data that they represented graphically. 

Although the funds differ slightly in terms of market correlation, they differ considerably 
in terms of volatility, as shown in Figure 3. The mutual fund portfolio appears to be more 
conservative than that of the securities in the Standard and Poor's Composite Index, the 
average value of 𝑏  was about 0.84. 

Figure 3. Number of funds and volatility 

 
Source: The authors established conventional data that they represented graphically. 
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The differences in volatility shown in Figure 3 are not solely due to chance. 

Figure 4 provides some evidence that each unlabeled item indicates the performance of one 
of the 34 mutual funds. Point M shows the results that would have been obtained from a 
portfolio of the 30 stocks used to calculate the Dow-Jones Industrial Average. Point P 
represents the approximate level of the pure interest rate during that period. The PM line is 
the empirical counterpart of the capital market line. 

Figure 4. Average annual return and variability 

 
Source: The authors established conventional data that they represented graphically. 

More funds are represented below the line in Figure 4 than above. This is reflected in the 
distribution of reward-variability ratios shown in Figure 5. Only 11 funds had higher rates 
than the Dow-Jones portfolio, 23 funds had lower rates. 

Figure 5. Distribution of reward-variability ratios 

 
Source: The authors established conventional data that they represented graphically. 
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Such results are not particularly encouraging for the supporter of mutual funds. The 
underperformance could be attributed to insufficient diversification, but even the nature of 
the portfolios held and the high correlation of the fund's return with market fluctuations 
preclude this explanation. Mutual fund managers are unlikely to make uncertain judgments. 

The results presented in Figures 4 and 5 are based on the net returns obtained by the investor 
after deducting management fees and broker fees. The reported figures make it difficult to 
determine the amounts spent on brokerage fees. Adding these costs provides the gross 
return for each year. 

Reward-variability ratios based on gross yields are randomly scattered around the market 
portfolio. Of the 34 funds shown in Figures 4 and 5, nineteen had higher gross returns rates 
than the Dow-Jones portfolio (fifteen had lower ratios). 

Figure 6. Average yield and volatility (net returns) 

 
Source: The authors established conventional data that they represented graphically. 

Figure 6 shows the average return and volatility for the 115 funds studied (values are based 
on net returns). Point M indicates the performance of a market portfolio composed of 
securities in the Standard and Poor's Composite Index. Point P represents the pure interest 
rate (based on the yield on a ten-year government bond). The PM line is the empirical 
counterpart of the securities market line. Figure 7 shows the results obtained using the gross 
returns. 
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Figure 7. Average yield and volatility (gross returns) 

 
Source: The authors established conventional data that they represented graphically. 

In Figure 6, which shows the net performance, more funds are represented below the 
securities market line than above it, but in Figure 7, which shows the gross performance, 
the points are more or less randomly located around the line. Differences in diversification 
may not have caused these results, as risk was measured by volatility, not variability. The 
most plausible explanation is that excessive spending on portfolio management has a direct 
influence. 

Figure 8 shows the differential yields for the 115 funds based on net worth. The average 
was -1.1 percentage points per year. Of the 115 funds, 76 had negative differential returns. 

Figure 8. Differential returns (net values) 

 
Source: The authors established conventional data that they represented graphically. 
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Figure 9 shows the differential yields based on gross values. The average value was -0.4 
percentage points per year. Only 55 of the 115 funds had negative differential returns. 

Figure 9. Differential returns (gross values) 

 
Source: The authors established conventional data that they represented graphically. 

Figure 10 shows the characteristic lines for the 20 funds studied using net annual returns. 
The securities included in the Dow-Jones Industrial Average were chosen to represent the 
market. In general, the funds did not perform better than comparable market-based 
portfolios. Taking 4 percentage points as an approximation of the pure interest rate, eight 
of the lines are to the left of point P while 12 are to the right. Taking 3 percentage points 
as an approximation, eight lines are to the left of point P, while 12 are to the right. 

Figure 10. Funds characteristic lines (net annual returns) 

 
Source: The authors established conventional data that they represented graphically. 

The procedure used to fit a characteristic line may not fully reveal a possible strength of a 
fund's management. We will consider the two characteristic lines shown in Figure 11. Each 
is consistent with the perfect capital market equilibrium. Suppose that the administrator of 
a mutual fund could anticipate the general direction of the market as a whole, that is, predict 
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whether RM would be above or below p. If the brokerage fees were not excessive, it would 
be desirable to change the fund's portfolio from time to time, holding portfolio A when RM 
is expected to fall below p and portfolio B when RM is expected to exceed p. 

Figure 11. Model with two characteristic lines 

 
Source: The authors established conventional data that they represented graphically. 

If it did, the actual results could be approximated more accurately by a curve like the one 
in Figure 11 than by a straight line. It seems that mutual funds do not value portfolios based 
on comparable volatility better on average than on the market. 

Figure 12 compares the performance of 34 funds from one period with their performance 
from another period. The horizontal axis shows the rank of each fund based on the reward-
variability ratios for the previous period. The vertical axis draws the rank based on the 
reward-variability ratios for the last period. There seems to be a slightly positive 
relationship. 

Figure 12. Ranking of funds based on ratios rewards variability in different periods 

 
Source: The authors established conventional data that they represented graphically. 
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Figure 13 provides further evidence. The horizontal axis graphically represents the rank of 
each of the 34 funds based on the ratio of expenditure to total assets. The vertical axis 
represents graphically based on the reward-variability ratios for the considered period. 
Again, there is a slightly positive relationship. 

Figure 13. Ranking of funds based on variability reward ratios and the ratio of expenditures to total assets 

 
Source: The authors established conventional data that they represented graphically. 

A comparison of Figures 12 and 13 suggests that persistent differences in performance 
based on net returns may be due more to differences in management cost than to differences 
in cost effectiveness. 

 

Conclusions 

 From the careful study of this article, based on the theoretical aspects, but exemplified by 
several individual cases, a series of conclusions can be drawn. First of all, an open-ended 
mutual fund is an institution designed to provide both diversification and relatively low-
cost professional management. 

Before placing a mutual fund, it is desirable to study the situation of such a fund. As a rule, 
the directors consider issuing shares or withdrawing old shares at any time, depending on 
the evolution of the value on the capital market, which leads to the profitability with which 
this placement on the capital market is completed. 

Mutual portfolios are diversified, usually including a number of different securities, which 
correlate in a certain way in the market after their investment, placement. 

Various cases taken over and presented will lead to a precise conclusion on the return that 
the investor can expect by placing mutual portfolios. It should be noted that the mutual 
fund portfolio is more conservative than the standard securities portfolio. This is because a 
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certain perspective is assigned to such a mutual investment. The differences that arise from 
the very careful diversification of these mutual portfolios appear and offer the investor the 
possibility to opt for a more secure portfolio in order to have a financial solution with final 
return at the end of the investment period. 

It should be noted that a number of methods can be used in the early analysis of a mutual 
fund before it is placed on the capital market, such as the method of analysis using the 
Dow-Jones portfolio, which is quite conducive to such an operation. It turns out that mutual 
funds have the prospect of a higher return than other portfolios set up without a thorough 
analysis. 

It should be noted that the analysis of the evolution of this mutual fund on the capital market 
must also take into account a number of risks that may develop as a result of surprising 
phenomena that occur in the capital market. 
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Abstract. The capital market is a reality today. The capital market has an important role to play in 
regularizing the surplus revenues available to the economic society. In this context, a number of 
portfolios may be placed on the capital market by investors, individuals or legal entities. The 
placement must take into account a number of aspects such as: the defined and reasoned market 
portfolio, the market and the factors acting on the market at a given time, the measurement of the 
performance of the placement of the portfolios on the capital market. In this article, the authors 
have studied and analyzed the methods of investigation that investors in the capital market must 
carry out before carrying out this operation. Asset portfolios are, in theory, within the reach of 
anyone, but a profitable investment must be based on a study that is well-developed enough to be 
able to capitalize on market developments influenced by a number of factors and subject to market 
risk in a future period. One by one, these aspects were analyzed, presented in the form of theories, 
statistical-econometric relations of calculation and graphical representations, which express more 
efficiently the way in which the portfolio in question is a real bearer of a performance and will result 
with a level of profitability thought by the investor. As a methodology, we used first of all a series of 
statistical quantities that characterize the evolution of the capital market, indicators that refer to the 
profitability (return) of asset portfolios, adequate graphical representations as well as comparative, 
structural analysis, leading to the proposed return (expected) by the asset portfolio investor. 
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Introduction 

In this article, we started with the presentation of the main key elements involved in placing 
a portfolio of assets on the capital market. 

We presented in detail the rate of return of the portfolio on the market, in a given period of 
time and in this sense, through graphical representations, we managed to highlight its yield 
and oscillation which is supposed to exist after placing that portfolio on the market. 

We graphically represented the distribution of the return rate of the portfolio on the market 
in several variants, performing an analysis of the cumulative distribution that assures the 
investor that doing so will intuit and gain a return in accordance with the quality of the 
portfolio to be placed on the market. 

It is known that the average profitability is the one related to the variability, the rate of 
return, which is sometimes fluctuating and which also differs over time. The real 
importance of the market portfolio consists in correlating it with other highly diversified 
portfolios so that, starting from the fluctuations of the rate of return, we can intuit what the 
concrete forecasts will be in relation to the profitability of the considered portfolio. 

Of course, for testing the positive theory, the normative theory, the choice of a certain index 
or the level of correlation of the indices that can influence the profitability can be applied. 
The greater the diversification, i.e. the higher the value of the number of assets, the closer 
it will be to a certain identified value and the profitability of that portfolio. 

Next, we analyzed the market starting from the fact that the relationship between market 
fluctuations and the variability of the typical rate of return of a security are closely 
correlated, ie knowing this interdependence of the two we can anticipate the prospect of 
ensuring a suitable return for that portfolio. 

At the end of this article we analyzed the market and industry factors starting from the fact 
that the relationship between market fluctuations and the variability of the typical rate of 
return of a security are closely correlated, i.e. knowing this interdependence of the two we 
can anticipate. 

 

Literature review 

The topic addressed by the authors in this article has come to the attention of many 
researchers. Thus, Altăr (2002) was concerned and approached the theory of portfolios, and 
Ameur and Prigent (2010) were concerned with the study of structural portfolio 
management. Anghel et al. (2020) treated in their paper the model for the analysis of 
significance in the conditions of using the portfolio grouping. Buraschi et al. (2006) were 
concerned with the correlation of risk with the optimal chosen portfolio. In 2009, S. 
Clemencon and S. Skanderbeg conducted a study on the selection of a portfolio at extreme 
risk, and Cox and Huang (1989) analyzes the optimal consumption and the conditions of 
placing portfolios according to the share price. Geromichalos and Simonovska (2011) 
considered the liquidity of assets in the formation of international portfolios. Harvey et al. 
(2010) turned their attention to the analysis of High Selection Portfolio Selection. Li and 
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Smetters (2011), analyzed a number of issues related to choosing the optimal portfolio in 
the context of ensuring social security indexation. Markowitz (1959) publishes an extensive 
paper on portfolio selection in the context of investment diversification, and Merton (1971) 
was concerned with optimal consumption and portfolio rules when using a continuous time 
model. In 2012 K.D. West makes a presentation on the econometric analysis of the use of 
a model when the reduction factor is close to one. 

 

Methodology, data, results and discussions 

Portfolio theory, as well as capital market theory, deals with past predictions for the future. 
The past can provide data on previous predictions. If people predicted the right future ten 
years ago, the records of the last ten years could be used to measure their previous 
predictions. Capital market theory can be tested in this way. Such a test does not refer to 
the capital market theory itself, but to a combined market theory: capital plus the 
assumption that the record reflects previous predictions. 

Some researchers assume that the future will be similar to the past. Predictions based on 
past relationships can be as useful as those obtained with more traditional methods. 
Normative procedures that use such methods can be tested. Again, a combination is 
considered: portfolio theory plus the assumption that the future will be similar to the past. 

Simple steps are needed to properly summarize the past. It is not difficult to redefine the 
concepts used. To predict the future, weights are assigned weights based on their 
probabilities of occurrence. To summarize the past, the results are assigned weights based 
on their relative frequency of occurrence. 

The rate of return can be determined by multiplying each possible rate of return by the 
probability of its occurrence. On the other hand, the average rate of return is determined by 
multiplying each rate of return observed by its relative frequency of occurrence. 

The risk of a portfolio is measured by the standard deviation of the rate of return, based on 
the probability that various deviations from the expected value will occur. The variability 
of a portfolio's rate of return is also measured by the standard deviation of the rate of return, 
which is instead based on the relative frequencies of the various deviations from the average 
rate of return. 

The relationship between two variables can be summarized as a correlation coefficient 
(real), and the volatility (real) of a security or a portfolio that can be calculated. The nature 
of the measure should be clear in the context in which it is discussed. 

Summary measures can be used to describe a data set. For such purposes, the known 
formulas are sufficient (with relative frequencies substituted for probabilities). But there 
may be another way to get such measures. The data can simply be considered as a small set 
of results generated by an underlying process. The purpose is to deduce from the data some 
aspects of the more general process. For such purposes, the formulas may be slightly 
modified and various statistical procedures may be relied upon to test the significance of 
the results as indicators of the characteristics of the basic process. 
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A key element is the market portfolio, which consists of the proportional holdings of all 
securities. Theoretically, it includes various types of capital assets. It is nonsense to 
effectively measure the performance of such a portfolio. 

Several stock price indices are available, and two of the most popular are the Dow-Jones 
Index with 30 Industrial Shares and the Standard and Poor's Composite Index. None 
include dividends. It is possible to estimate the dividends received by the owner of such a 
group of securities and then calculate the overall rate of return. 

A number of researchers have taken a different approach. First, the rate of return is 
determined for each of the number of securities in each time period. It is assumed that the 
rate of return on the market portfolio is equal to the average of the values for the individual 
securities, respectively: 

𝑅 ∑ 𝑅         (1) 

Where:  
𝑅  is the rate of return on the market portfolio over time t; 
𝑅  is the rate of return on the title i over time t; 
N represents the number of titles. 

The value 𝑅  is equivalent to the return obtained by investing an equal amount in 
monetary units in each security. 

Figure 1 shows the annual rate of return, including both dividends and price changes, but 
no compensation was made for taxes or brokerage fees. 

Figure 1. Portfolio return rate 

 
Source: The authors established conventional data that they represented graphically. 

As shown in Figure 1, the yield fluctuated more or less randomly to around 16.5% per year. 
The change was attributed to factors such as improved securities regulation, increased 
government control over the business cycle, greater investor sophistication and changes in 
risk attitudes. Whatever the causes, it is believed that there has been a permanent change 
in the behavior of the securities listed on the Stock Exchange. 

The diagrams in Figure 2 are frequency distributions, showing the number of years in 
which, the rate of return has decreased in various intervals (for example, 0 to 10 percent).  
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Figure 2. Distribution of the return rate of the market portfolio 

     

 
Source: The authors established conventional data that they represented graphically. 

The diagrams in Figure 3 are cumulative distributions, showing the percentage of years in 
which, the rate of return has fallen below each possible level.  

Figure 3. Cumulative distributions 

      

 
Source: The authors established conventional data that they represented graphically. 

The real importance of the market portfolio lies in its correlation with highly diversified 
portfolios. Fluctuations in the rate of return should explain the change in the yields of 
individual securities more than fluctuations in the yield of any other portfolio. Some 
researchers have used this attribute to build an index directly. Given the rates of return for 
a number of securities over time, statistical techniques are used to derive a series of values. 
There are many ways to build an index of your market portfolio. 
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The high degree of correlation between the rates of return is not surprising. If much of the 
risk of most securities is systematic (in response to market fluctuations), then the rate of 
return on any reasonably diversified portfolio will be highly correlated with that of the 
market as a whole. But how many securities must be included in order to obtain a fairly 
well-diversified portfolio? In other words, how effective is diversification in reducing 
variability? A study in this regard provides an answer. 

The variability of the rate of return was measured for 2,400 selected portfolios from a set 
of 470 common shares. Each of the first 60 portfolios included only one value. Each of the 
following 60 portfolios included two securities of equal value. Each of the last 60 portfolios 
included 40 equals. For each group of 60 portfolios, the average value of the standard 
deviation of the rate of return was calculated. This figure provides an estimate of the rate 
of return variability for a typical portfolio of comparable diversification. It is important that 
the systematic component of variability approximates that of a portfolio with a volatility 
equal to one. 

Figure 4. Variability versus portfolio diversification 

 
Source: The authors established conventional data that they represented graphically. 

Figure 4 expresses the results it has reached. Each point indicates the average variability of 
a group of 60 comparable diversification portfolios. As diversification increases, the 
standard deviation of the rate of return decreases, approaching a level easily interpreted as 
the standard deviation of the profitability of the market portfolio. The data can be 
approximated very well by a simple formula: 

𝜎 11.91
.

  

Where: 
n = the number of securities in the portfolio in equal amounts.  

The greater the diversification, i.e. the higher the value of n, the closer 𝜎  will be to 11.91. 
The variability due to the systematic risk for a portfolio with a volatility equal to 1 can be 
assumed to be approximately 11.9 percent over six months. 

According to the formula, the total variability of a typical portfolio of securities with n = 1 
is about 20.5 percent over six months. Assuming that each point in the figure is in fact a 
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portfolio with a volatility equal to 1, it is a simple matter to estimate the proportion of the 
total risk of an average security due to its relationship. 

Let 𝜎  and 𝜎  represent the total and systematic risk, respectively. For a typical security, 
we have: 

𝜎 20.5 and 𝜎 11.9 => 0.34. 

During the period considered, approximately 34% of the change in the rate of return of a 
typical security appeared to be attributed to its relationship with the market as a whole. As 
Figure 4 shows, under such condition’s diversification can be extremely beneficial. A 
typical portfolio with equal amounts in five-currency units will have only 14% more risk, 
measured by 𝜎 , than the most diversified portfolio imaginable. A typical portfolio with 
equal amounts in monetary units of 10 securities will have only 7% more risk than the 
minimum possible, while a typical portfolio with equal amounts of 20 securities will have 
only 3 percent more than the minimum. 

A study provides further evidence on the relationship between market fluctuations and the 
variability of the typical rate of return of a security. Sixty-three joint actions were analyzed, 
with monthly profitability rates calculated. 

For each month, the average value of the 63 rates of return was used to represent the return 
on the market portfolio. The volatility of each security was estimated, along with the 
proportion of variation attributed to market fluctuations. In order to estimate the typical 
proportion of variation attributed to market factors, the average value of the corresponding 
figures for the 63 securities was used. 

The analysis was performed for four separate time periods and for the entire period. The 
figure for the most recent subperiod does not differ substantially from the initial estimate, 
but the others do. Over the entire period, approximately half of the change in the rate of 
return of a typical security was attributed to market fluctuations. Under these conditions, 
diversification can reduce risk very quickly. 

The rate of return on the market portfolio fluctuated more reasonably, leading to a 
corresponding decrease in the change in the rate of return of a typical security attributed to 
the market (systematic risk). Variability due to other factors (unsystematic risk) also 
decreased. However, the decrease in the proportion of variance attributed to market factors 
indicates that the systematic risk has decreased more than the non-systematic risk. Some 
researchers have attributed this to greater investor sophistication. 

It is assumed that each title is evaluated (reevaluated) more on its own decisions than 
before. Some have argued that change may not be permanent, regardless of its (temporary) 
cause. For investors who intend to hold sufficiently well-diversified portfolios, change is 
not important, only systematic risk will matter. In addition, relatively little diversification 
will go a long way, even if no more than 30% of the total risk of a typical security is 
systematic. 
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For regulatory applications it may be sufficient to take the risk into account due to market 
fluctuations, but additional indices may be useful. 

The analysis of the relationships between securities over the entire research period provides 
some relevant evidence. Market fluctuations accounted for 52% of the change in the typical 
rate of return on securities. Another group of industry index accounted for 11%. Most 
importantly, a procedure designed to group securities solely on the basis of the co-
movement of their returns over the period produced results consistent with those involved 
in traditional industrial classifications. 

If an index model is to be used for regulatory purposes, it is clearly necessary for the market 
as a whole to be represented as an index. If additional indices are to be used, it seems 
reasonable to allow them to represent the conditions in major industries, using standard 
classifications. 

 

Conclusions 

From the study of the article published by the authors and from the interpretation of the 
presented data, a series of theoretical and practical conclusions can be drawn. First of all, 
it is necessary to carefully analyze the results of this activity before placing the portfolios 
of shares on the capital market. This can be done by a fairly careful analysis of how the 
rate of return of the portfolio over a period of time must reach a certain point, ie a certain 
result. 

The graphical representations show that the analysis of the rate of return of the portfolio 
must be done in several variants, so as to reach the best return from the investor's point of 
view. 

We can consider that the portfolio placed on the market must be analyzed in correlation 
with other variables such as market interest, stock values, so that the results are determined 
as accurately as possible in advance. 

The testing of the positive theory can be applied by the normative method, which consists 
in choosing a certain index or level of correlation of the indices that can influence the 
profitability of the portfolio. 

Another conclusion is that from a practical point of view we analyze the data recorded in 
the same type of portfolios in a given period and through a forecast study on the factors 
influencing the profitability we can obtain the parameters that predict the trend of the 
portfolio of assets we want to place it so that at the end of the period we record results as 
close as possible to what the investor wants. 

These portfolio models are theoretically available to anyone interested, but a profitable 
investment must be based on a well-developed study to be able to capitalize on them in this 
context and on the portfolio of assets that the shareholder wishes to place on the capital 
market. 
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